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A Study of Hindu Hegemony, Spiritualism and Dalits in

Narendra Jadhav’s Outcaste: A Memoir
Ghansham S Baviskar

Abstract

Conservative religions and the spurious religious books trap Dalits in the Varna system. The
religious exclusion and marginal space lead Dalits to explore alternative identities. The
untouchables in India were always in search of new religions at various historical junctures as
there was no scope for growth and emancipation in Hindu society. Buddhism and Jainism in
ancient India, Islam in the medieval period and Christianity in the modern era attracted
Dalits. Dr BR Ambedkar’s liberation movement turned Dalits to Buddhism for their
emancipation. This paper is an attempt to present the struggle of Dalits who have been
protesting against the Varna system for their natural rights.

Key words: Caste, Hegemony, Atrocities, Rights, Identity, Secular, Humanity
Introduction

Narendra Jadhav, a renowned Marathi writer projects Dalit life and struggle in his works. In
Outcaste: A Memoir, he puts forth the challenges before the Dalit liberation movement and
highlights the need to change the present conditions to empower Dalits in India. His
protagonists thus fight the Varna system and embrace Buddhism to instil the basic human
values freedom, fraternity, equality and social justice which were uprooted by the
fundamentalists for centuries.

Suppression of Dalits and their Conversion

It is a universal truth that the VVarna system still exists in India and it is difficult to change the
mindset of the traditionalists and fanatics as it has been sown and perpetuated in the barren
minds of the people. As a result of this, the followers of Manu have succeeded in keeping
their hold over the minds of people through Gods and scriptures to maintain hegemony and
their place and position in society. Though, all the people are equal before law in India as per
the Indian Constitution, the caste system has been deeply rooted in people and therefore, they
do not want the social change and oppose any such change in practical. Suppression of Dalits
and the denial of their natural rights in the Varna system turn Dalits to explore the alternative
religious identities, so that they can live freely as human beings and not as lesser human
beings.

By laws of the Indian Constitution, any person can profess and practice any religion
he or she selects of likes to follow in India. The right to life and the space to growth which
was denied to them in Hindu religion, they exercise in Buddhism. But the questions which
remain unanswered are- why the conversion was required in past? Why is it required today
and why it will be required in future? Why do people convert to other religions? Do people
blindly convert to other religions? What is Parent Religion? Does one know the history of his
or her parent Religion? Why does a Hindu Dalit call Hinduism as his or her parent religion?
And the last, do the historically oppressed understand how they have been quarantined in the
Varna system? Moreover, why does he or she want to remain in the Varna system? If any
studious person goes through the religious history of the nation, he shall find the people
converting themselves to other religions. In Muslim Regime, the people feared the rule and
embraced Muslim Religion while some other wanted an escape from the tortures of the
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exclusion enforced upon them. In British rule, thousands of the people coming from the
suppressed castes embraced Christianity for their emancipation. Did these conversions really
bring change in their life? Even in the 21* century, people have been embracing Buddhism,
the religion that attracted those most. Did the conversion in Muslim, Christian, and the
Buddhism make any difference to the lives of the people who were slaves in the Varna
system? The answer is, when the people are deprived of their natural rights, they protest
against the orthodoxy and fanaticism and turn to the alternative religions. Are there really
ideal conditions for growth and rational ideas?

In Muslim and Christian religions, there is the idea of salvation i.e. moksha which is
attained through the mediator who is no other than the Preshit or God. Muslim and Christian
religions project the idea of heavenly world and salvation from the pains of rebirth. In Hindu
religion, salvation can be sought through one’s karma in the caste, he or she is born into.
How does one should obtain this salvation in Hinduism? The answer to this question is,
‘accepts the lost in the caste system and carry the work allotted by the Varna system, is a way
to salvation. Buddhism does not claim any salvation through the mediator or preshit and does
not create the imaginative heavenly world with the idea of salvation of deliverance.
Buddhism has its base in reason which is merely the other name for science. Still the spiritual
mysticism in Hinduism keeps its firm grip or hold over the mental psyche of the people and
they are not ready to lose the firm faith or belief that they had in its spirituality. In “The
Buddha and His Dhamma”, Dr. Ambedkar explores Hindu spiritualism and Mysticism as:

1. Belief in the infallibility of the Vedas;

2. Belief in Moksha or Salvation of the soul, i.e., its ceasing to be born again;

3. Belief in the efficacy of rites, ceremonies and sacrifices as means of obtaining
moksha;

4. Belief in Chaturvarna as the ideal for social organization;

Belief in Iswara as the creator of and in Brahmana as the principle underlying the

universe.

Belief in Atmana, or the soul.

7. Belief in Karma, i.e., the determination of man’s position in present life by deeds
done by him 1n his past life.” (103)

o1

o

Belief in all the above eight is Hindu Spiritualism and Mysticism which is above science.
Therefore, it is the trained mindset of the fundamentalists opposes science in the name of God
and the Holy Scriptures. In other way, they have been trying to project the same as science
which one can term ‘pseudo-science’.

Conversion to Buddhism in Narendra Jadhav’s Outcaste: A Memoir, a Way to Protest
and Claim Natural Rights:

In Outcaste: A Memoir, Damu, the protagonist is very much influenced by the ideology of
Dr. B. R. Ambedkar and hence he converts himself and his wife to Buddhism and registers
his protest against the VVarna system. But while he adopts this change, he does nowhere think
if his wife is ready for this conversion. His wife, Sonu is not ready for this conversion but he
does so without taking her consent. She resists the move and questions the change of the
religion. D. Murli Manohar in his paper, “Who is ‘Brahman’, not Brahmana/Brahmin? A
Personal Narrative of Mala Dasari” states, “She argues that how can she give up her Gods
and worship new Gods.’. He further questions: Is change of religion like change of clothes
we wear? It means in D. Manohar Murali’s words: Damu blindly converts himself and makes
his wife to convert. Thus, Murali’s mysticism is in line with Gandhi’s mysticism. According
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to D. Murli, Sonu’s conversion to Buddhism is blind act as she, he thinks, is forced to do so.
However, the fact is something different that D. Murli is ignorant about or trying to overlook
it. In fact, Damu is inspired by Dr. B. R. Ambedkar’s liberation movement which demands
for freedom, fraternity, equality and social justice in society. He is aware of his suppression
and oppression and hence decides to embrace Buddhism to find space for growth and
emancipation. On the other hand, Sonu is unaware of her exploitation as a Dalit and again a
woman. It is this ignorance which turns her to resist her husband and his decision to embrace
Buddhism.” Her words, “I would never stop worshipping my Hindu Gods” prove the fact that
she has been enslaved in Hindu society and therefore not ready to accept Buddhist principles
wholly. (Jadhav, 192) Here Sonu’s resistance to conversion is just an argument between the
husband and wife; it is an attempt to prove her individuality that she too is a human being and
hence she cannot be forced to accept the conversion. She asserts her individuality and denies
acting puppet or agent to it. Therefore, a researcher must examine her argument with her
husband from the feminist point of view as well and not from the spectacle of an upper caste
historian taking undue advantage of the ignorance of women like Sonu. Here the argument is
a strong attempt on her side to assert the point she is raising that she too is a human being and
is equal to husband and therefore, cannot be forced. So, D. Murli’s statement; Damu’s and his
wife’s conversion to Buddhism is blindly done act proves to be wrong.

Damu’s wife’s act of continuing worship Hindu Gods at the same time embracing
Buddhism seems to be her complete ignorance. Therefore, it is true that the Dalits still follow
D. Murli’s parent religion which is full of mysticism. Such class of Dalits still exists in India
and it is a great challenge before all the Ambedkarite movements, as they have to tackle with
the trained psyche of the Hindu Dalits, shaped by Hindu Spiritualism, which is nothing but
the medium to make Dalits slaves in the Varna system. Thus, Damu’s protest against it is a
way to free oneself from Manu’s laws which deny natural rights to Dalits.

What is a Parent Religion? A Counter Argument to D. Murli’s Staunch on Buddhism as
Outside Religion:

In the article, “Who is ‘Brahman’, not Brahmana /Brahmin?” D Murli writes: “By reading all
these (things on conversion) and listening to speeches on Dalits converting into Buddhism
following by Ambedkar’s logic, I was put in a conflict. However, those conflicts and storms
vanished with my strong spirituality in Hinduism.” (5) Thus, he concludes that the
“conversion is not a solution to Dalits.” He stresses, “In fact, it makes them outsiders whether
to go to Christianity or Buddhism or Islam or Sikhism. Why should the Dalits move from
their parent religion to outside religion? (8) Here, D Murli’s knowledge about Buddhism is
vague. Buddhism does deny the myth or idea of God, nor does it make any claim of Moksha
or salvation through the mediator, it follows the Reason i.e. the scientific truth. Secondly, his
question: “Is change of Religion like the change of clothes we wear?”” makes it clear that the
Clothes and religion are two entirely different things. D Murli seems to be ignoring the very
fact that the clothes, he is talking about even were denied to the untouchables and they had to
live in utter poverty and the world of ignorance. Untouchability even followed to the shop
when they were going to buy the new clothes.

Maybe, the stalwart like D Murli is intentionally overlooking the facts and
propagating the Varna system and its mysticism which denies natural rights to Dalits in this
country. Thirdly, his conclusion, ‘Conversion is not a solution for the dalits’ is a message for
the Dalits, if he might have stated Conversion is not a solution for him, then it was quite
alright but he is not talking about an individual here but giving the message to Dalits. D Murli
Manohar regards Hindu religion, as the “Parent religion” and he puts Buddhism in the list of
“outside religion”. (8) It seems here that his knowledge of religions is vague or he does not
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seem to acknowledge the fact that Buddha founded Buddhism in India and emancipated all
the suppressed and oppressed people who were denied equal rights. It is Murli’s faith in
Hindu Spiritualism and Mysticism thus, forces him to change the parent religion and call it
outside. Even the Ambedkar logic, he is talking about is not the simple logic, but the ocean of
knowledge, the light of sun that erased the darkness of Hindu spirituality in the lives of
Untouchables. The poem, “When Darkness Encountered the Sun” cited by Rangrao Bhongle,
in the article, “A Semiotic Study of Dalit Poetry in Marathi” puts forth Namdev Dhasal’s
realistic view of Dalit life in the Varna system:

When Darkness encountered the sun
Words thundered
How long shall we remain trapped
Suffocating in the prison-hole of Hell
(172)

Here Damu’s act of embracing Buddhism is the rejection of Varna system which obliterated
the existence of Dalits for centuries. Hence, this acceptance of new life is for growth and
emancipation.

Conclusion:

To conclude, Damu’s protest against the Varna system and his resolution to embrace
Buddhism is his denial to be a victim and suffer in the prison hole of hell. He rejects Hindu
Mysticism and embraces Buddhism to enlighten and empower his life and therefore, he sets
an ideal example for the upcoming generations to follow in future. Hindu Spiritualism is the
prison hole of Hell that trapped Untouchables and is still trapping them in it. Damu’s act of
embracing Buddhism makes it clear that he is aware of Dr. B. R. Ambedkar and his liberation
movement that made Dalits to raise their voice reject the Varna system and demand for
egalitarian society to turn this planet into a paradise.
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Abstract

The dominant forces, the torchbearers of civilizations in America, have
always silenced marginal voices.Thereligious books have always been
the instrumental foundationsfor the whites to retaindominance across
the world. Ruthlesswhites like the Aryansdefeated the nativesand
enslaved them in their trap. They enforced slavery and imbibed the
superstitious notions and outdated religious rituals that never allowed
the oppressed to question its authorityon the base of reason and science.
In the twentieth century, the emergence of revolutions and the
movements for the human rights of the African Americans forced the
imperialists to accept democratic values, implement, and administer
them in the countries. Under the influence of the dominant oppressive
forces, thewhiteskept the downtrodden and oppressed people ignorant
about it. The pains and problems of the people did not end with the
abolition of slavery and untouchability in both the countries but
continuedhorribly in racist, classist, and sexist society. The vintages of
slavery resulted from the race and caste are still on display in the
slums.The humble dwellers in the slumsstruggle never ending problems
caused by the elite dominated industrialism and capitalism in the
metropolitan citieswhere there is hardly any room and scope for their
growth and emancipation. Alice Walker’s “Strong Horse Tea”
voicesthe margins who were rejected and dejected for ages. This paper
is an attempt to throw light on the margins within the margins and
voice the miserable livesof the oppressed, those who struggle against
the oppressionandare silenced meticulously by the hypocritical ruthless

masters.
Copy Right, 1JAR, 2021,. All rights reserved.
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Introduction:-

Alice Walker a renowned writer deals with the women’s issues in racist and sexist America where the literary giants
of her time in white literary circle miserably failed in their presentation of the African Americans in America and
even if they projectedthe people of color, they were presented from the whites’ point of views and not the
humanists’ worldview. Walker deals with the several issues that concern black women’s identity, voice, human
rights and their exploitation in racist and sexist society. The entire race of the black raised their voice against their
discrimination and remained silent towards the pains and problems faced by the black women in patriarchal
construct of race and sex. In her exploration of the African American society, Walker finds black males and the
whites more responsible for the status quo in society in regard to women’s pains,problems and identity issues that
they failed to identify, recognize and address in the whites’race and gender-based society.
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Black women’s voices are not only silenced meticulously by the whites but they are also dominated forcibly by the
black men who regarded them sexual beings and imposed single parenthood forcibly on them without any sense of
duty and responsibility on their part towards their women and children, they fathered. Rannie Toomer represents
such women. The way, the whites administered racism to administer their sovereignty; the same way mendevised
patriarchy to control women in their reign and quiet their voice by marginalizing their position in society. In In
Search of Our Mothers’ Gardens Womanist Prose, Alice Walker highlights black women’s plight in the racist and
sexist conformist order that has regarded women the “mule of the world” and handed them the burdens that
“everyone else-everyone else-refused to carry.” (237) Rannie Toomer, the protagonist of Strong Horse Tea is a
representative of black women who are in love and trouble of various predicaments. She is imposed motherhood
without marriage and the man who is responsible to bring the child in the world is nowhere seen shouldering father’s
responsibilities and his complete absence marks the deterioration in the entire black community and the lack of
solidarity between men and women to work towards the emancipation of entire African American society.

In Strong Horse Tea, Walker projects the marginal world of African American mother, Rannie Toomer who is
trapped in racial imperialism and notgranted freedom in any form to exercise her abilities and faith in science. She is
condemned to live in slum as the black women’s world is ruled and dominated by the racial and imperial authority
of the whitesand the irresponsiblebehaviour of the black men who imposed motherhood on black women and left
them. Rannie Toomer, the protagonist raises her voice against the injustice done to her by the racistwhite
communityand the black male ideology those who do not regard black women as human beings and victimize them
in the name of God and religion.The story beings with a description of her son’s critical health condition and details
her plight. Her plight is due to theracism and sexism perpetuated in theimperial world in which black women are
trapped in ugly relations and burdened with themotherhood. The narrator recalls, “Rannie Toomer’s little baby boy
Snooks was dying from double pneumonia and whooping cough. She sat away from him, gazing into the low fire,
her long crusty bottom lip hanging. She was not married. Was not pretty. Was not anybody much. And he was all
she had.” (Walker,The Complete..., 80)The narrator’s description of RannieToomer’s plight displays the deprived
world of the black community in which the mothers and children suffered due to the incapacity of the black men to
understand their responsibility towards women and also the children, they fathered.

Rannie Toomer raises her voice stronglyagainst the dominant forces with her faith in science and medicine but she
isinnocent enough not to understand that it is ruled by the whites who do not care for the blacks and their children.
She voices strong rejection of the swamp magic in her remark, “I don’t believe in none of that swamp magic.”The
white mailman shatters her faith in science and medicine when he should assist her in calling doctor, he directs her
to the “swamp magic” in a mocking tone, “Magic that if it didn’t work on whites probably would on blacks.”
(Walker,The Complete..., 83-84)His attitude towards her appeal is a manifestation of the white race mentality
towards the entire black community. Her voice is silenced and she is condemned to poverty, ignorance and the set
norms of imperialism that the sexist male dominated patriarchy rules through the conformist religious authoritarian
dogmathat has been imbibed and instilled methodically in society.

In An Essay on Alice Walker Mary H. Washington’s comments,“...struggling to get a doctor for her dying child, is
handicapped by poverty and ignorance as well as by the racism of the southern rural area she lives in.”
(Christian:93) Rannie Toomer fails to understand the entrenched pattern of discrimination. Unable to realize her
marginalized position as a black and a black woman, she puts her faith in a white doctor and appeals the white
mailman to send one to treat her only child Snooks. Her failure to understand her racial positions displays her
limited understanding of colonialism and imperialism. In Racism and Feminism: The Issue of Accountability, Hell
Books rightly comments,*...the American woman’s understanding of racism as a political tool of colonialism and
imperialism is severely limited.” (119)Rannie Toomer’s voice is muffled and the black women like her are rejected
their right to life and relegated to a worse level than animals. She is denied the basic needs in life she requires to live
with dignity and respect in society. She receives the advertising circulars often, the ones, the white mailman
delivers. Her ignorance about the advertisement law that sends circulars makes her to consider the issue seriously,
and question the mailman, if “She couldn’t ever buy any of the things in the pictures- so why did the stores keep
sending them to her?”’(Walker,The Complete..., 82)It is a mockery to the humanity, that the white capitalists mock
the poor by sending their advertising circulars even when the blacks are not in position to buy any one item from the
list of the circulars and are in the dire need of basic demands of food, cloth and shelter in their life. The medical
facilities remained a distance reality in their life which they could not afford for centuries and remained deprived of
everything, they deserved as human beings. African Americans were deprived of education that critically affected
their lives and controlled their beings through the literature they provided through the advertising circulars. In
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Reanimating the Trope of the Talking BookDeborah Anne Hooker’s observation in this regard throws light on the
pathetic conditions to which the blacks were conditioned, ... the appearance of printed texts to illiterate auditors
whose amazement reveals both a simple lack of literacy and a profound unfamiliarity with the dominant forces
shaping and controlling their world.” (Bloom, 189) Although Rannie puts her trust in science and a doctor, she fails
to recognize the dynamic forces behind her oppression in the world of science and technology that is controlled by
the whites to exploit and gain more profit. Deborah further rightly points, “Despite failing to grasp why she
repeatedly receives the pictures of all the objects she “couldn’t buy,” Rannie paradoxically invests her trust in the
world from which these texts emerge.” (Bloom, 192)

The white imperialist world denied the blacks education and threw them permanently in the dark wholes of
ignorance and superstition. Rannie, left with no alternative is forced to seek Sarah’s adviceto save her only child
Snooks who is dying of phenominaia and cough. The white mailman’s advice to seek the help of black root maker
and the swamp magic throws light on the mentality of the white people and the conspiracy of nigger magic and the
white racist society that deny the blacks the basic needs of food, health and education. Snooks’ death symbolizes the
irresponsiblebehaviour and racist entrenched pattern of discrimination to maintain the blacks under the threshold of
the white hegemony.In An Essay on Alice Walker, Mary Helen Washington comments on Snook’s death, a great
tragedy that struck Rannie, “In his death, all the elements seem to have conspired- the earth, the “nigger” magic of
Aunt Sarah, the public and private racism of the south. One wonders what desperate hysteria allowed Rannie
Toomer to stomach the taste and smell of horse urine.” (Christian, 93)

Rannie Toomer’s critical condition is presented through the use of circulars she makes in protecting herself and her
child from utter cold. The narrator states, “Cold wind was shooting all around her from the cracks in the window
framing, faded circulars blew inward from the walls.” (Walker, The Complete...,85) She plastered the circulars as
use value futilely to protest from the wild cold Georgia weather.Rannie’s is forced to fetch strong horse tea, the only
remedy to save her dying child in a shoe that leaks and has to put her tongue against it to offer warm strong horse tea
to her son, highlights her tragedy caused by the lack of the fundamental opportunities, education provides. Rannie
Toomer’s plight and Snooks death is not incidental, it is caused by the entrenched pattern of racism and sexism, and
she is victim of. In Strong Horse Tea by Alice Walker: A ReviewTaskeen, Samiya and AbidaTaskeen rightly
comment on the root cause of the blacks’ suppression and oppression that has resulted in denying the equal rights to
them. In their opinion,Rannie’s plight and her son’s death are the results of the whites’ cruelty, brutality and
savagery and the ignorance of their own equal rights in racist orthodox society. (59)

To conclude,racial prejudice instilled in the white class not only relegated the blacks to poverty and deprived them
of basic needs in life but italso critically affected black women. Denial of the basic needs was a great disaster that
left the blacks at the mercy of conventions and rituals, left them with no other alternative except the swamp magic to
save their dear ones. Racism and classism compelled men to reject their duty as fathers and burdened women with a
single parenthood. Rannie is a representative of the black women who carried the burden of childrenwith paramount
feelings of love and affection for them. Snooks’ tragic death in racist and sexist America is the ultimate end
ofhumanity.Racism not only destroyed the blacks but critically affected women’s relations with the black men who
becameirresponsible, unaccountable toward their duties as a companion, husband and father, and overall a human
being.Race, Sex and Class prejudice and inequitysuppress Rannie’s voice and strong faith in science and reason,
cause a disaster in her life,and leave her with no alternative except to catch a strong horse tea in stormy rain to save
her dying child, Snooks. Walker’s Strong Horse Teademands the human beings to raise their strong voice against all
the kinds of discriminations, oppressions and subjugations wherever they are and force the governments to act
according the law and democracy to sustain humanity in materialistic imperialistic world that adheres race, class and
sex distinctions in the age of science and technology.
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Introduction:-

Baburao Bagul, a renowned prolific Marathi writer dealt with women’s issuesin his works.His protagonists are
confined in theVarna system that has beenadhered and administeredby the so-called pundit classwhich has always
been regarded the torch bearerof civilization.Baburao Bagul’sprotagonists makethe people conscious of the age-
oldcustoms and rituals which need to be uprooted completely to form an ideal secular societythat has its roots in the
basicuniversal human values - freedom, fraternity, equality, and social justice.

Women in India are equal to men, but the constitutional measures taken for their welfares have not been taken
seriously and ignored intentionally by all the fundamentalists in the governments who were in power since the first
Independence of the country.Rape, murder, dowry deaths, female foeticides and exploitations are routine matters in
shiningand clean India. Although the law promises safety and security for women, the law-abidingimplementing
authority does not implement the law and punish the culprits accordingly.It has resulted in certain threats to the
safety and security of women and a serious menace to the identity of nation across the entire globe.Dalit women are
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not safe at all in the country as the number of rape cases have tremendously increased and the Atrocity Act made by
the central government has miserably failed to safeguard the rights of Dalit women and guarantee security and safety
to their life and existence. The large numbers of cases are filed under Atrocity Act and the victims arestill waitingfor
justice. It is shocking that many atrocities complaintsare not filed and registered as the officer-in-charge under the
influence of upper caste politicians never register such atrocities and even if they get registered, the loopholes are
maintained to favour the culprits. The culprits with caste based mentalities are never punished due to the lacunas in
the technicalities in the entire system starting with the governing parliamentary systemto the implementing
authorities in many states, those who strongly believe and secretly follow the Varna system which has already been
abolished and uprooted by the constitution makers in the country by administering Democracy as a way of living life
and the ideal secular culture to be followed in every day, public sphere of the nation to ascertainthe nationality of the
people: ‘proud to belndian first and Indian last’ but the fact is something different that people in India live with
multiple identitiesimposedand imbibed on them by the laws of Manu and his spurious book Manusmruti.

Since the ages women have always been more prone to the exploitations promoted by the elite caste politics
administered by the mainstreamof the society. Jankiand her mother arethe representatives of Dalit women who
suffer in such unequal society. As a daughter of Murali and a Dalit woman, she becomes aprey to the caste
discrimination and conventions that forcibly victimize her.In “StritvachiAdimSahajprerna: Sood”, M.N.Wankhede
rightly comments on Janki’s tragedy. He states, “She is a daughter of Murali. One of theDalits, her language testifies
her low status. How can a daughter of Murali be chaste and pious? It is this question that her mother and the world
around deliver her.” (22) He further continues,“Janki is a heroine of Dalit people. Who else would bear such infernal
atrocities? Dalit women are anybody’s possession.” (23): (Trans.by Researcher). Sood, published in 1970, after
twenty years of the republic day, it comments on the striking reality of the caste, class, and gender politics in India.
Despite the constitutional measures incorporated in constitution, the governments failed to protect the human rights
of the Dalit women. It is nothing but the denial of women’s existence and their rights to their being as the subjects in
the secular nation.lt is a disgrace to the nation.

While returning from the floor mill, a crew of ruffian chaseJanki, abuse and attack her to violate her chastity. The
conversation that follows among them throws light on the disaster that she is going to become a victim of. Their
conversation follows as:

“Consume her.”

“How would people retort?”

“She is not from a decent lineage. She is Murali’s daughter. Who would trust her?”(Bagul,18) (Translated by the
researcher)

It is her caste and low status in society,victimizes her and makes her a rapevictim. Later, Gangu, her mother propels
her into her profession that she must abide by the laws of Murali imposed on her. Her profession as a prostitute has
its origin in Devdashi and Murali traditions which wereinducted in the social order of the day to maintain the
hegemony of Aryans to disgracewomen and the downtrodden.The so-called pundit class and the other elite classes
viewed Devdashiand Muralitraditions a pious service to gods, goddesses, and Earth Gods in which mostly all the
women victims were from the bahujancommunity.Vasant Rajas in his “Devdashi: Shodh ani Bodh,” points out that
theorigin of inhuman traditions is in the religious scriptures written by the Pope and the Aryan Brahmin. He
elucidates, “Since the ancient time, all the inhuman conventions and traditions came to be formed in the name of
gods and religions. The Aryan Brahmins and the Christian priests inscribed the myths and the rituals to their benefit”
So, in his view all the outdated traditions do have their origins in religious scriptures made to dupe the common
mass in the country. He further continues, “In order not to question the authority of Vedas, Verna ani Smruti, the
Brahmins proclaimed that these books were“apaurushaiya” meaning, not written by men but by the gods and to
doubt its authenticity is a sin.” (21): (Trans. by the Researcher)

In Baburao Bagul’s Sood, Jankiisavictim of Murali convention.In the patriarchal set up of the society, the upper
castes and her own mother that follows a Murali tradition forcibly put her in prostitution.She is forced to live a life
of a prostitute. Her mother who too is a victim of such tradition continues her ways of life and she too is regarded
‘sex object’ than a human being. She is made to believe in preordained state sanctioned in the name of gods and
religion.When she should protect Janki and oppose her exploitation, she herself contributes in administering
violence on her and gives permission to Dagadu, her lover to consume her.Janki’s mother works here as an agent to
such an order and proves helpful in sustaining masculinity and patriarchy that regard women as ‘sex objects’ than
human beings. She too like many other women whose psyche is trained to accept Murali tradition as her lot and
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preordained destiny, goes for it without questioning it that propagates subjugation and exploitation. Her mother does
not regard her own existence of any worth and respect. Gangu and Janki live their life in utter poverty that is caused
by their low status designated to them in caste set up by the elite hegemony that imposed traditions and outdated
rituals to annihilate their existence permanently. It is a mockery tohumanity that the orthodox social order relegates
women to mere bodiesthanhuman beings.Gangu is made to accept her life as preordained destiny. Instead to fight
the oppressive forces, she accepts it as her lot and inflicts the same on her daughter. Her mental psyche is thus, the
result of conventions strongly instilled in her mind by the descendantsof Manu those who exploitthousands of
women even today in the entire republic andthe Maharashtra and Karnataka states where Devadasis and Murali
traditions still exist.

Later, Janki is handed over to the custody of her husband and mother-in-law. Her plight does not end with her
marriage, rather it continues in more horrible ways. Her mother-in-lawfails to pay off the money to Rasul, a butcher
and sells her to him. Rasul too regards heras body and humiliates her for two years and sells her to Naikin, the
woman who puts Janki in prostitution and starts earning money. Janki is thus also becomes a victim of convention-
based caste and gender discrimination. The cycle of her exploitation gets renewed in more inhuman form, the
moment she is handed over from one hand to the other.The crew of vagabonds violently rape her. Her mother
forcibly wants to put her in her prostitution.Her mother’s lover, Dagadu views her as a play thing and forcibly rapes
her.Gangumixes drugs in her food to make her fast asleep, so that Dagadu can get an opportunity to consume her.
The writer narrates,

She forcibly put her down. Pressed her both arms hard with her feet and sat on her bosom. Shut her mouth
fast with her hands, so that she cannot scream aloud and signalledDagadu to proceed. He started taking off
her clothes. She came in her conscious the moment, he started consuming her. She strived hard with her
legs. He summoned all his strength and tried to lock her legs under his own. She kept struggling under his
heavy body. Fiery with rage for getting money from Dagadu, Gangu started showering her with blows. And
soon both initiated heating her brutally till the moment a sharp weaponwas thrustin his back; he fell
downand cried aloud in pain. (39): (Trans. by the Researcher)

When she gets married, her husband and her father-in-law regard her as commodity and sell her to a butcher.Rasul
too after using her for two years sells her to Naikin, the owner of brothel house who puts her in prostitution.Janki
resists all the forces but all her attempts against these dominant oppressive forces fail. It is the disgrace to humanity
that women are not viewed as human beings but as play things.Janki survives the inhuman brutal forms of
oppressions and exploitations and thus begins to rebel and revolt against the hegemony that caused her plight and
denied her birth right and existence as a human being.In Baburao Bagul
YanchyaSahityachaChikitsakAbhyas,Nazarethamiskita states, “In Sood, Bagurao Bagul has presented the story about
a Dalit woman’s plight”(117): (trans. by the researcher) How long can such a woman withstand the brutalatrocities
and rapes with no intervention of laws anywhere in any form to safeguard their existential rights? She must break
the religious conformist barricades that have constrained her. She plans to kill herself and goes to a river side to
commit a suicide and while attempting it, a sadhu wants to rape her. She fights with him and Kkills him. Her
exploitation continues even when she tries to put an end to her life.SubhashPulavale’s rightly points at the reality of
Sood. He terms it a fiction with “a naked reality of Dalit woman who is regarded any man’s possession and a play
thing to appease male hungers.” (127): (trans., by the Researcher)lt is here, she disguises herself Jwalaprasad, a
sannyashi, a man. She does so to hide her identity as a woman as she thinks that her being a woman has caused all
her troubles. She starts despising her body and considers it the cause of all her sufferings. In Dalit Katha: Nirmiti
ani Samiksha, Chaya Nikam substantiates the prime cause of her sufferings is her caste and then the body. In her
view, the cause of Janki’s despising her body is“Being a daughter of murali, she is not respected. The upper caste
Hindus exploit her sexually. Her exploitation begins, the day she enters puberty(97). (Translated by the researcher)
It is on her way to Himalaya, she happens to meet Swami,a Sadhu, the guiding principle in her life who brings
change in her attitude towards life at the end, but her story leads to the diagnosis of religious scriptures to find out
the truth of this kind of double slavery inflicted on women who have to bear it unquestioned. In Vasant Rajas’
opinion, “it is due to the ignorance and superstitions, people even in the world of science believe gods and desire for
heavenly salvation.” (15) (trans. by the Researcher)lt is a stunning reality to see that the people even in the twenty
first century believe traditions, conventions and outdated rituals organized systematically for their exploitation and
oppression.
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Janki’s rebel comes in the form of revenge by killing a sadhu who tries to rape her. In orthodox religion, a
woman is viewed aplay thing.It makes her to hate her womanhood and desire for a man’s substance. In Baburao
BagulanchyaKadambaraya, Subhash Pulavale rightly comments, “Dalit woman rejects her body as it is regarded a
play thing and the offspring of all the pains, sufferings and exploitation but when awoman’s body is perceived with
the dignity and respect, she accepts her womanhood whole heartedly” (128) (trans., by the Researcher)In her journey
to Himalaya with Swami in a disguise of a sadhu, sheoutshinesVidyacharanin her journey with Swami. She hides
her identity and reveals it to Swami, the moment; he makes her realize her folly for desiring a man’s body and
despising her own.He guides her and stands with her in her fight with the caste and gender biased society, but before
she could begin her struggle in future, she and Swami stand prey to the wild forces and die in an attackof the wolfs.

To conclude, no doubt, gender discrimination in caste-based conformist society has posed serious threats to
societybut it would not be too late to realize its seriousness and work towards it. It is the right time to wake to the
call and give a proper response to the serious issues concerningcaste and gender discrimination to stop violence in
society.Janki’s rebel against the religion is rendering example of the worse treatment women get in society, so as
nation, the intellectual people of the country must have to raise the strong voice against such discrimination and
violence, if not then it would not take much time to disturb the peace of entire nation. Each act of atrocity and
violence must have to be condemned and punishedwith severity accordingly by the law machineries,and then only
the nation can hope for the best of entire society, otherwise, it would pose serious threat to the nation in the coming
years. In Sood, Dagadu, Rasul,Vidyacharan, a crew of ruffian, and a sadhu who tries to rape Janki are the
representatives of male dominated society who do mock at women by disgracing them.It is a mockery to Hindu
society that on one hand it worships women as goddesses and the other regards them sex objects and forcibly puts
them in Devdashi and Murali traditions. It exposes the duality of society that on one side it supports women and the
other it degrades their identity and character in the name of God and religion.Janki’s voice and rebel that ends with
her death, is the real beginning and the state of consciousness she reached for her rights is the state of consciousness
the entire Dalit community has reached and started questioning the unquestioned authority and hegemony of the
religious scriptures produced by the Aryan Brahmins. So, the government machineries and the implementing
authorities whoever is there in the power today must have to abide towards their constitutional responsibilities and
duties and act accordingly to set an ideal before the society that the constitutional law is supreme, the parliament is
supreme, and it can encroach in any religious body and any scripture for the broader interest of the entire
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Abstract

The racist capitalist white people control the economy and the political powers to exploit the African
Americans. The rich white people trapped the black labourers and menial workers in the brutal cycle
of the labour mechanism and paid them low wages and manipulated their labour. The origin of
poverty and economic destitution depicted by Walker is in the slavery which relegated the blacks’
existence to the mere cheap labourers and did not provide any scope for their liberation and
emancipation. Devoid of education, the blacks remained ignorant about their exploitation and failed
miserably to upgrade their socio-economic conditions. The dominant rich white class became rich
after entrapping the blacks in the brutal cycle of manual labour work and denied them their
fundamental right to live with pride and dignity. In the present paper, an attempt has been done to
explore the life and plight of African Americans who suffered from the racial inequalities and class
exploitation.

Keywords- Racism, exploitation, capitalist, Class oppression, sharecropping

Introduction:

The trinity of the race, gender and class degraded the positions of African Americans and
entrapped them in the brutal cycle of exploitation. The capitalist white American society exploits the
labour of African American people and degrades their positions in society. The imposition of menial
labour works on the African American people results in utter poverty and the economic destitution. It
ultimately denies their right to live with dignity and pride. Deprived of opportunities in the
industrialist capitalist society, the African Americans suffered miserably and tried to survive in
debilitating conditions in white America.

Sharecropping, a Brutal way to Exploit African Americans:

The blacks who were brought as the slave owners were forced to do the menial works for the
white masters and rejected their existence as human beings. Though, the slavery ended in America, it
continued in the evilest form of the sharecropping system. After the abolition of slavery, the blacks
had no opportunity to survive in the capitalist society and poverty forced them to work on the cotton
farms of the white masters. Even after working for years together, they could not earn much to meet
the basic requirements and necessities in their lives. To solve their economic problems, they
borrowed money from the white landlords and continued to work and repay the amount which they
could not make as the white masters took undue advantages of their ignorance of education and
compelled them to work for years together on their farms as labourers. Geeta Bindal rightly
observes, “The voices of the oppressed are not those of race and gender alone. Class exploitation is
the greatest source of oppression of blacks in white America.” (162)

Class Exploitation in Racist Industrialist World:

Grange Copeland, Margaret, Brownfield, and Mem represent the poor African Americans.
They are the symbols of poverty. In the racist capitalist society, they are forced to do the menial
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works and paid less in the South. Grange and Brownfield remain sharecroppers. Margaret and Mem
are compelled to carry out the works of maids. They represent the victims of the capitalist racist
order. They get low and irregular incomes and struggle to survive in the oppressive conditions. “To
be a poor man is hard, but to be a poor race in a land of dollars is the very bottom of hardships,” says
E. B. Du Bois and this is true of Grange, Margaret, Brownfield, Mem, and the child workers in
Walker’s The Third Life of Grange Copeland. (13) Alice Walker does not only project the dark
aspect of African American life but also presents the critique of the capitalist society to free the
nation from the bloody agenda of the rich racist capitalist society.

Copeland Family, a Victim of Race-Based Class Oppression:

Grange Copeland represents the plight of the labourers in the plantation system. He works for
Shipley and fails to pay off the debt he had taken from him. He is overworked by the white landlord.
Even his wife Margaret becomes the victim of the white master’s lust. She is overworked in the
cotton field and paid meagre amount. To pay off the money, her husband borrowed from him, she is
compelled to trade her body. She gives birth to a white baby and suffers miserably after Grange
Copeland deserts her. She commits suicide and leaves her son, Brownfield orphaned. After Grange
Copeland deserts his family, Brownfield is left alone. To survive in the hostile world without parents,
he continues the work of sharecropper and suffers endless miseries humiliations and tortures from his
white masters. He marries Mem, a schoolteacher and further tries to change the prospects in their
lives. His trap in the brutal cycle of sharecropping system and the exploitation inherent in it fails him
miserably to deliver his promises to his family. In case of Grange, the white landlord, Shipley creates
such circumstances that the other white landlords do not offer him job and he is forced to work for
Shipley, but Brownfield is not allowed to settle at one place by the white landowners. At each place,
he is overworked and paid less. He reveals, “I don’t make much money... the white folks don’t give
us decent houses to live in.” He is even often fired from his job without any reason and compelled to
search for the work at the place of other white landlords. As he is propelled to move from place to
place, his family suffers endless. Mem Copeland finds it unendurable as she is forced to move from
one shabby place to the other. At each new place, she must begin everything a new and also to
remake every dirty shack worth to live for her children. These hardships break her spirit and make
her suffer the depression which the millions of the African American women experienced in
America. The omniscient narrator observes,

Each time she stepped into a new place, with its new, and usually bigger rat holes, she wept.

Each time she had to clean cow manure out of a room to make it habitable for her children,

she looked as if she had been dealt a death blow. Each time she was forced to live in a house

that was enclosed in a pasture with cows and animals eager to eat her flowers before they
were planted, she became like a woman walking through a dream, but a woman who had
forgotten what it is to wake up. She logged along, ploddingly, like a cow herself, for the sake

of the children. (Walker 77-78)

It is not Mem who suffers from this moving but also her children. After her husband is
constantly forced to move from one place to the other, she fails to provide education to her children.
So, the poverty and the sharecropping system brutally victimises African American women and
children in the brutal cycle of exploitation. Even though, Mem works as a schoolteacher, she too is
paid very less. It is her husband’s insensitivity towards her teaching profession, she stops teaching.
Like Grange, Brownfield too fails to realise the worth and importance of education and does not
support Mem in her endeavour to continue her teaching profession and even offer higher education
to his daughters.

Even they are not in condition to afford fruits to children. While the white landlords and their
families enjoyed the luxuries of nutritious food and fruits, the Grange Copeland family fails to
provide it to Brownfield. Later, Brownfield too fails to offer fruits to his children. His children could
only have fruits at Christmas. After Grange brings the bags of fruits to his grandchildren, Brownfield
feels jealous of his children. The omniscient narrator observes, “It was only at Christmas that
Brownfield’s children got apples and oranges and grapes. As a child Brownfield had never seen a
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grape. He clutched the bags in a confusion of feeling. He was hungry, he was suffering from a
malaise of the spirit, he was jealous of his children’s good fortune. He wishes he did not have
children down whose gullets the good fruit would go; he wished he were a child himself.” (Walker
90)

The whites lived in the cosy, posh and comfortable cottages whereas the blacks lived in the
poor houses and suffered from the deadly cold. Brownfield, Mem and their daughters Daphne and
Ornette lived in a small shack and slept in one small room and struggled to survive in the bitter cold:

“In winter, usually they all slept in the same room. Brownfield, Mem, Daphne, and Ornette;

because it was impossible to heat two rooms in such a hole-filled house. It was impossible,

really to heat one room; but when four people slept together in one small room and kept a fire

going they could manage not to freeze to death before summer.” (Walker 90-91)

It is not the food and fruits, but also the medical facilities, the blacks suffered. The white
landowners could afford the expensive medical facilities whereas the blacks could not. They lived
poverty-stricken lives and suffered the agonies resulting from it. Brownfield and Mem Copeland are
too poor, that they cannot afford the medical facilities for themselves and children. At the time of
Mem’s delivery, he watches her helplessly and tries to avoid the children to witness the sight of
childbirth. Mem undergoes the labour pains at home and delivers baby at night in rainy season:

Brownfield looked over his shoulder at his wife’s folded pallet. Not wanting the children to

see the blood she had folded it as neatly as a newspaper and had tied it with string. There was

a sheet hanging before Mem’s bed. It formed a curtain which would have protected her

children from the sight of childbirth. Brownfield thought what a blessing it must have been to

Mem that the baby was born at night while Daphne and Ornette Slept and wind and rain

muffled her sounds of struggle. (Walker 92)

The child labour is another crucial problem highlighted by Walker. All the child workers help
their parents in the cotton field. They assist in loading the sacks in the truck. The omniscient narrator
records, “The children’s job was to go over the rows their parents had gone over the week before-
“scrapping cotton” it was called. When the children saw their parents puts down their sacks they
came and stood beside them at the edge of the field as all of them waited for the truck to come.”
(Walker 8) Similarly, Brownfield too assists his parents in the cotton field. He is over worked for
hours together and paid very less. As the extreme poverty in his family forces him to work as a child
labourer, he does not get the opportunity to go to school and learn. Grange’s failure to send
Brownfield to school, Even though Margaret strongly desires for it, ultimately leads to the life of a
menial worker. He starts working in the cotton field at the age of six. Like the other child labourers,
he too does not get opportunity to education and continues to work in the cotton field even in his
youth. After Brownfield marries Mem, a schoolteacher, like his father, he too fails to see the worth
and importance of education in changing the prospects in their lives. He too does not take his three
daughters’ education seriously. Like him, his daughters too become the victim of child labour in their
childhood. His daughters are forced to work in the cotton field and exploited brutally.

Conclusion:

African Americans are brutally exploited in the capitalist society. They are not offered the
better job opportunities in the white America. While white women get the job opportunities to work
as receptionists, employees and nurses, African American women are destined to the low paid jobs
and the works of maids, cooks, and nannies. This is very much a reality which Ruth notices when she
happens to witness the cruelty of the capitalist industries which ruthlessly launch in the newspaper
advertisements. Extreme poverty and the economic destitution too propel them to surrender to the
whims of the rich landlords and even to prostitute to themselves to fill their stomach. Margaret, Mem
and Josie suffer due to extreme poverty. After Grange fails to return the loan, the white landlord
victimises Margaret. She trades her body to compensate for the loan her husband had taken from the
landlord. Mem is too forced to do the work of maid at the houses of the whites and paid meagre
amount. Ultimately, the trinity of the race, gender and class degrades the positions of African
Americans and entraps them in the brutal cycle of exploitation in racist classist society.
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ABSTRACT

Background: Coronavirus Disease 2019 (COVID 19) pandemic has created havoc around the world. All states of India, including
Maharashtra, are severely affected by this viral infection. In Maharashtra, various regions including Mumbai, Pune and Nasik are largely
affected due to this pandemic. Objectives: To study the epidemiological characteristic of COVID-19 Individuals from the Nasik district.
Materials and Methods: A cross-sectional e-survey was conducted to study the epidemiological characteristics of COVID-19 individuals from
and around Nasik. A random sampling method was adopted. Information from the individuals was collected in the form of a questionnaire,
which was shared among 300 individuals, out of these 253 responses were received. Data analysis was done using Chi-square method.
Results: Of 253 individuals, 90 (35.57%) were found to be COVID positive. Majority (50%) of them belonged to the age group 40-60 years.
Among those tested positive, 83 (92.2%) individuals were symptomatic while, 7 (7.8%) were asymptomatic. Of 90 COVID positive individuals,
39 (43.3%) individuals with pre-COVID comorbidities showed severe symptoms and were hospitalized, while those without any comorbidity
showed mild symptoms and were home quarantined, (Odds ratio = 15.88,95% confidence interval = 5.6-44.95, P < 0.0001). Post COVID
symptoms, particularly diabetes and Mucormycosis, were developed among 8.8% and 1.1% individuals, respectively. Conclusion: Severity of
illness was associated with comorbidity, among majority of the patients.

Key words: Comorbidity, Epidemiology, Pandemic, Post-COVID symptoms

Asian Pac. J. Health Sci., (2022); DOI: 10.21276/apjhs.2022.9.2.02

INTRODUCTION

Coronaviruses are a large family of viruses that cause illnesses
ranging from the common cold to more severe diseases, in animals
and humans. A novel coronavirus, also named as Coronavirus
Disease 2019 (COVID-19) virus, isanew strain thatis newly identified
in humans. COVID-19 outbreak was declared as a global pandemic
by the World Health Organization on March 11, 2020. This disease
known to originate from Wuhan city of China, and has become a
major health problem all over the world.™ It is highly infectious
and its human to human transmission occurs if aerosols or droplets
containing the virus are inhaled or if virus comes in contact with
the eyes, nose, or mouth of an individual, through contaminated
surfaces. Clinical symptoms of this viral infection include fever,
cold, sore throat, dry cough, pain in bones and muscles, breathing
problems ultimately leading to pneumonia.? COVID-19 pandemic
has severe impact on every field of life, including health of
individuals. The virus is causing mild diseases in many individuals.
The course of illness may be severe leading to hospitalization and
even death in elderly or those with comorbidities.®! The present
survey was done to study the pre and post COVID comorbidities
among the COVID positive patients from and around Nasik.

MATERIALS AND METHODS

A cross-sectional e-survey was performed using social media
platform, in July 2021. Informed consent was obtained from
the subjects for their willingness to participate in the study.
Participation in the study was voluntary and during the study,
anonymity and confidentiality of the participants was maintained,
as personal information such as name, contact number or email
id was not inquired. The study population consisted of individuals
who themselves were COVID positive or had at least one family
member who was COVID positive.
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Sample Size

The sample size for the study was estimated by using the formula
for estimating proportion: n = Za2 P (1 - P)/d2, where Zo. = 1.96;
P = 90% of the response rate of the online survey, and d = 5%.%
Sample size calculated for the study was 253. A simple random
sampling method was used to select the individuals of the
population.

Regular exercise enhances immunity and reduces the risk of
infection but reduction in physical activity during lockdown period
might have affected the physiological processes of the body such
as cardiovascular function, insulin sensitivity, cholesterol level,
obesity and hypertension.™

Research Instrument

A self-designed questionnaire was prepared, both, in English
and Marathi (vernacular Language). The questionnaire was pre-
tested for validity and reliability. Only one response was accepted
per subject. The questionnaire was divided into three sections.
Section I-consisted of informed consent. Section Il comprised

©2022 The Author(s). This is an open access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/
licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
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Demographic details of the individuals, while section three
included eleven questions related to corona information.

The demography questions included name of the individual
(which was not mandatory), age group, gender, area of residence
(urban or rural), and district. While the questions related to corona
infection included comorbidity questions and the genes of
coronavirus that were detected during the reverse transcription-
polymerase chain reaction (RT-PCR) test. The RT-PCR report was
demanded from those individuals who were found to be positive.
The survey questionnaire was sent to 300 individuals belonging to
the Nasik district of Maharashtra, out of which 253 responses were
received. A time span of 30 days was given to the participants to
submit their responses. Deceased individuals were not reported.

Data Analysis

The data were analyzed by IBM Statistical Package for the Social
Sciences 28.0.0 version. Descriptive statistics was done, using
Chi-square tests and significance of the test was decided at
P=0.05

REesuLTs

Of total 253 individuals, 90 (35.57%) were found to be COVID
positive. Slight male predominance (54.4%) was observed
among the positive individuals. About 74.4% individuals were
inhabitants of urban area, whereas 25.6% were inhabitants
of rural area. Majority, i.e, 45 (50%) of them belonged to age
group 40-60 years [Table 1]. 82.2% of the individuals were
detected corona positive in 2021 while 17.8% were positive in
2020 [Table 2].

This shows the severity of the pandemic in 2021 than in first
wave, i. e, in the year 2020. During the first wave of pandemic, the
severity was more in the month of September 2020 (11.9%) and in
the second wave, during March (14.3%) and in April (52.4%) 2021.

Among the 90 individuals confirmed as COVID-19 positive,
93.4% individuals had done the RT-PCR testing and had received
the laboratory report, whereas 6.6% individuals had done rapid
antigen test. Among the remaining 163 individuals who were
not detected corona positive, 56 (34%) individuals had done
rapid antigen test and were detected negative but showed mild
symptoms such as cold and/or cough.

Among those tested positive, Corona symptoms were
observed in 83 (92.2%) individuals while 7 (7.8%) were
asymptomatic [Table 3].

Symptoms of these individuals are described in Figure 1.
The most common symptom was fever 58 (64.4%), followed
by breathlessness 47 (52.2%). Other symptoms include, Cough
39 (43.3%), body ache 28 (31.1%), Muscle weakness 25 (27.7%),
headache 23 (25.5%), Loss of appetite 15 (16.6%), Diarrhea 9 (10%),
and Conjunctivitis (Redness of eyes) 7 (7.8%).

The association of comorbidity diseases, such as diabetes and
hypertension with the severity of COVID-19 has been assessed
repeatedly.” In the present study, 43.3% of individuals who were
hospitalized showed comorbidities of either one or more diseases.
The remaining (56.7%), who were home quarantined, showed mild
symptoms and cured themselves either by allopathic or ayurvedic
or a combination of the therapy medicines (Odds Ratio = 15.88,
95% confidence interval = 5.6-44.95, P < 0.0001) [Table 4]. Out
of 90 COVID-19 positive individuals, 62 (79.5%) individuals were
not vaccinated, 13 (16.7%) had taken the first dose of vaccine

Table 1: Frequency distribution and percent of age group of
COVID-19 positive individuals

Year of infection Frequency Percent
2020 16 17.8
2021 74 82.2
Total 90 100.0

Table 2: Frequency and percent of COVID Infections in 2020-2021

Age group Frequency Percent
Below 20 4 4.4
Between 20 and 40 35 389
Between 40 and 60 45 50.0
Above 60 6 6.7
Total 90 100.0

Table 3: Percent COVID-19 symptomatic and asymptomatic

individuals
Whether symptomatic or asymptomatic n %
Asymptomatic 7 7.8
Symptomatic 83 92.2

Table 4: Percent of individuals hospitalized or home quarantined

Whether Hospitalized or n %
Home quarantined

Home quarantined 51 56.7
Hospitalized 39 433

Table 5: Frequency of individuals vaccinated before turning COVID
positive

Vaccination Status n %

Not vaccinated before viral infection 67 74.44

Only first dose of Vaccine was taken 18 20
Both the doses of vaccine were taken 05 5.5

Asymptomatic
Redness of Eyes
Diarrhea

Loss of appetite
Head ache
Muscle weakness
Body ache

Cough
Breathlessness

Fever

0 10 20 30 40 50 60 70
Number of Patients

Figure 1: Symptoms of COVID-19 patients

(Covishield or Covaxin), and hardly 3 (3.8%) individuals had taken
both the doses of vaccine [Table 5].

Out of 90 individuals, 50 (55.5%) had no history of any
comorbidity, while remaining 40 (44.5%) reported one or more
comorbidities, among them hypertension was the most common,
followed by diabetes. Of 40 reported cases of COVID-19, 10 (11.11%)
had only diabetes, 15 (16.6%) had only hypertension, 9 (10%) had
dual comorbidity of hypertension and diabetes, 3 (3.3%) had
respiratory disorders such as asthma or bronchitis, 2 (2.2%) had
dual comorbidity of diabetes and kidney disorders [Table 6].

Post-COVID symptoms in the recovering patients are
becoming a cause of concern. Among health conditions plaguing
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Table 6: Pre-COVID diseases among COVID positive individuals

Pre-COVID diseases n %
Diabetes 10 11.11
Diabetes, hypertension 9 10
Hypertension 15 16.6
Diabetes, kidney disorders 2 2.2
None 50 55.5

Table 7: Post COVID diseases among COVID positive individuals

Post COVID diseases Frequency Percent
Diabetes 8 8.8
Diabetes, hypertension 0 0.0
Mucor-mycosis 1 0.0
Hypertension 0 0.0
Psychological disorder 0 0.0
None 81 91.1
Total 90 100.0

the COVID-recovered patients, diabetes has emerged as a
prominent health concern. 8 (8.8%) have developed diabetes after
recovering from COVID-19. Mucor mycosis was not significant
(1.1%). Remaining 81 (91.1%) have not developed any post-COVID
disorders [Table 7].

Discussion

The present survey was undertaken to study the epidemiological
characteristics of COVID-19 patients from and around Nasik. The
results of the survey showed that there was a slight predominance
of male infected individuals. Most of these males belonged to age
group 40-60 years and had got infected to coronavirus either at
their workplace, during travel, or at market place. Similar results
were also observed in a study conducted in Sassoon hospital Pune.®!

COVID-19 is reported to be a mild disease for those aged
<50 years.® Results of the present study also reflect the same.
56.7% of the individuals showed mild symptoms and were
home quarantined. Most of these individuals belonged to age
group 40-60 years and had either none or less comorbidities.
They responded to the treatment properly, that increased their
chances of survival. The most common symptom observed among
the COVID-19 infected individuals was Fever (64.4%), followed
by breathlessness (52.2%). These findings are at par with those
reported by Gupta et al.,”? but the findings are in contrast to the
findings reported by Tambe et al.? This may be because of the fact
that the individuals were asked to mention all the symptoms right

from the day of early infection till the day of complete cure, while
hospital study recorded only those symptoms observed in the
patients at the time of hospitalization.

The most common Post COVID-19 symptom among the
hospital discharged individuals was diabetes. According to
Doctors, the mental and physical stress of COVID-19 infection on
the pancreas has affected the production of insulin in the bodies
of many patients. Some patients with moderate or severe COVID
symptoms are administered steroids such as dexamethasone,
which can also increase blood sugar.®

CoNcCLUSION

The present study reports that the COVID-19 has affected
males more than females. Those with one or more pre-
COVID comorbidities had severe COVID symptoms and had
to be hospitalized, but those with mild symptoms were home
quarantined. Post COVID diseases such as diabetes has developed
in some of individuals due to the side effects of certain drugs.
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4. Review of Literature
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ABSTRACT

A study of past, relevant material is a vital component of every academic research.
In the era of rising numbers of research papers, review articles of good standard are often
needed. A literature review aims to critically evaluate existing research data. Academic
writing should not be shaped by technical jargon or limited to a series of tips and tactics
aimed at a quick publishing. This brief contribution does not impose stringent regulations
on academic publications, but rather helps potential authors prepare and improve their
review papers to the advantage of a wide audience .Review articles might suggest new
study directions and draw fresh conclusions from current data. Because reviews are
important for evaluating results, the value of one is related to the results that have been
discovered, as well as how these findings are presented. The issue of “*why” is most crucial
when writing a review, not “how.” One of the primary and essential reasons for composing

a review is to assemble an informative synthesis of the most superior resources.

Key Words: Scientific review, Academic research, Analysis of literature, Research papers.

RESUMEN

Un estudio del material relevante del pasado es un componente vital de toda
investigacion académica. En la era del creciente nimero de trabajos de investigacion, a
menudo se necesitan articulos de revision de buen nivel. Una revisién de la literatura tiene
como objetivo evaluar criticamente los datos de investigacién existentes. La escritura
académica no debe estar moldeada por una jerga técnica o limitada a una serie de consejos
y tacticas destinadas a una publicacion rapida. Esta breve contribucion no impone normas

estrictas a las publicaciones académicas, sino que ayuda a los autores potenciales a
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preparar y mejorar sus articulos de revision en beneficio de una amplia audiencia. Los
articulos de revisidbn pueden sugerir nuevas direcciones de estudio y sacar nuevas
conclusiones a partir de los datos actuales. Debido a que las revisiones son importantes
para evaluar los resultados, el valor de una esta relacionado con los resultados que se han
descubierto, asi como con la forma en que se presentan estos hallazgos. El tema del "por
qué" es mas crucial al escribir una resefa, no el "cdmo". Una de las razones principales y
esenciales para componer una revisidén es reunir una sintesis informativa de los recursos

mas superiores.

Palabras clave: Revision cientifica, Investigacion académica, Analisis de literatura,

Trabajos de investigacion.

INTRODUCTION

A review article is a survey of previously published research on a topic. A good
review is thorough and focused on ideas. The primary goal of writing a review is to
generate a legible summary of the best materials available.in the literature for a critical
research question or a hot topic in the field.(Conn & Coon Sells, 2014) Unlike an original
research article, it will not present new experimental data. Reorganisation of existing facts,
rather than the review article may be seen as an original publication, by some. A study
scientist's “not-original” attitude is understandable.(Wright et al., 2007) Review studies
do not provide new data to the literature. It has a topic, a beginning, a logical development
of the theme, and an end. A good literature review can convey a tale. It must start with a
key idea and then take the reader on a journey, detailing it from basics to advanced
concepts.(Short, 2009) Review articles are similar to class notes combined into one
enormous file - but the author must never take the reader for granted and must start with
the basics, progressively unravelling the intricacies. They give us new perspectives on old

issues. They innovate and increase novel knowledge in this way.
Chapter 1
Strategies of writing the review article:

e Writing an article may be done primarily to emphasise one's own or others'
scholarly efforts.

e This is fine as long as it is stated explicitly.

e For each article in the references, the data supporting the reported conclusion

should be scrutinised.
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e It should be determined if there is an alternate interpretation consistent with the
data presented or other data that differs from the authors' interpretation.(Siwek et
al., 2002)
e Reconsiderations of data are particularly relevant in light of subsequent changes.
e Each section, and even each paragraph, should convey a key point to the article's
ultimate goal.
e he field's conceptual framework and the review article's contribution to its
advancement should always be clear.
e Controversies should be highlighted, with an emphasis on their origins and
resolutions.
e Ultimately, the analysis should assist the synthesis of data and concepts reflected
in the model given.(Sanders, 2020)
e No one research approach, journal, or geographic area is covered in a
comprehensive assessment.
e What has been done, what has been discovered, and how these findings are
presented determine the usefulness of a review? When starting to write a review,

the question of "why" comes first and then “How”. (Gulpinar & Gugli, 2013).

Chapter 2
Troubleshooting Guidelines for the authors:

A good review builds a solid basis for learning. It helps build theories, solves research
gaps, and exposes research needs. A scientific review article should be viewed as a
scientific endeavour employing scientific procedures.(Taylor, 2012) A summary of the
criteria for including and excluding non-cited articles should be supplied. Authors and
editors should include a section explaining how the review's sources were found. A modern
literature review may include an Internet survey. (Sasson et al., 2021) Provide a list of
databases and search phrases used. There is an abundance of scientific material available,
and it might be intimidating to examine it systematically. Understanding motivation in
scientific review writing is critical. You should not claim authorship unless you believe that
publishing the article would result in a better understanding of a discipline and an original
contribution to the literature based on your own informed perspective. Other factors exist,
but if they dominate, the review article is likely to be flawed.(Wright et al., 2007). Readers

would then perceive that the article is more of a promotional advertisement than a review.

Potential authors are also scholars who have conducted a literature review before to
starting a project and built theoretical models based on this review. (Garcia-Granda, 2013)

There are two categories of reviews. First, authors could tackle a mature issue requiring
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analysis and synthesis of existing research. They would then provide a conceptual model
that synthesises and extends prior research. Second, authors could address a new subject
that would benefit from theoretical grounding. The literature review on the emerging issue
would have to be shorter here. The author's contribution would be to build new theoretical

underpinnings for a conceptual model.
Chapter 3
Meticulous writing techniques:

As a reviewer, organise the material so that your review functions as a useful
‘guidebook'. Creating schematic maps and classifications might help readers visualise a
field's evolution and discover relevant papers. A review paper should have a solid plot to
engage the reader. Introduce the topic with a compelling problem statement that piques
the reader's curiosity. Then take the reader on a journey that gently reveals the problem's
origin. Always start with the essentials. Use visuals and words to illustrate ideas.
Schematic charts and diagrams help illustrate difficult-to-understand theories, keeping the
reader involved and helping them grasp the theory. Analyse the literature as a scientist,
you must integrate data from various sources and comprehend its broader
implications.(Paul & Criado, 2020) Comparing and contrasting research often reveals
hidden scientific paths. No single study can reveal these patterns. These minor writing
techniques are identified and interpreted in a literature review report to generate new

research ideas and hypotheses.
Chapter 4
Scientific Steps for drafting a review article:

A literature review is not simply a summary of published research because every study
is unique and the findings and interpretations may vary. Rather, a review can point out
gaps or contradictions in the literature. So, attempt to produce a review that conveys what

is ‘clear' and what is still ‘mysterious'.
To write flawless review article, the scientific steps are (Mondal, H., & Mondal, 2019)
1 .Keep it simple. Assume your audience isn't an expert.

2. Use referencing software - no article is perfect on the first draught. Learn this skill to

make life easier.

3. Get the review outline correct — your review will likely require numerous iterations, and

a good outline can help.

4. Always provide the finest quality pictures and design the schematics as best you can
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5. The opportunity to write a literature review is serious.

6. When conducting a literature review, differentiating good research from bad research
and relying on the outcomes of the better studies is an important aspect of the review

process.(Sharma & Singh, 2011) This strategy decreases the workload.

This is a great way to start your study as well as get your article published. Having a
thorough grasp of the field you will be working on beforehand greatly speeds up your
development. This can help keep the article as a living document. It would organise the

periodic updating of the article with fresh content and revisiting older facts.
Chapter 5
Approaches to writing reviews:

Review articles come in many forms. We all know the traditional types. Systematic
reviews and Chronological reviews are the two main categories of review papers. A
Chronological review offers the facts and statistics in an easy-to-follow format, so we can
comprehensively assess the subject matter. While it is correct to say that systematic
reviews are done on a specific topic, it is incorrect to say that such studies are carried out
on selected issues. A systematic review is formed by including both qualitative and
quantitative reviews. As well, considerable literature study is performed in both cases. The
collection and statistical analysis of study data are commonly used in quantitative reviews

(eg. in a meta-analysis). .

Systematic reviews of relevant studies can provide the best information for not only
academicians but also clinicians.(Pautasso, 2013).This includes: (1) summarising a large
amount of literature; (2) resolving literature conflicts; (3) evaluating the need for a large

clinical trial; and (6) increasing the statistical power of smaller studies.(Harris et al., 2014)
Chapter 6
Significance of writing the review article:
Writing a literature review,

e Explain the current level of knowledge ,

e Identify gaps in existing studies for prospective future research ,

e Highlight the primary methodology and research strategies and

e Also allows you to critically evaluate and arrange current research.(Harris et al.,
2014)

Many publications, including some of the most prominent, publish review articles

routinely, if you write a meaningful, well-organized essay in good English. The fact that
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almost every magazine publishes reviews helps the new author. , if you keep seeking
publication, you should ultimately see it in print.(Mulrow, 1987) People who have finished
or made significant progress on a research stream are well positioned to tell their
colleagues what they have learned and where the field can most profitably focus its
efforts.(Riordan, 2012).

Good review methods are important since they give the reader an unbiased perspective
on the subject.(Ogunsolu et al., 2004) A review should be prepared in a systematic
manner, according to popular beliefis commonly observed. The research methodologies
must be clearly stated in a systematic review with a focused question. The best way for
determining the optimum working style for a research project is to use a ‘methodological
filter.' Finally, when writing a review, it is best to be concise, to keep a firm focus on fixed
concepts, to approach the literature in a procedural and analytical manner, and to

articulate your self-discoveries in an appealing manner.(Lexchin et al., 2003)
Chapter 7
Adversity and Endurance in review writing:

While the prospect of writing a review is appealing, it is critical to devote time to
identifying the most important issues. It has been observed that the act of beginning to
write an article and getting right to it appears to be quite attractive, but identifying the
challenging points in your review won't be a waste of time. Despite having agreed upon a
systematic review design, it was determined that the majority of the studies that were
expected to follow this design failed to meet this agreement. (Carver et al., 2011) .One
out of every four studies that were assessed did not apply suitable procedures of
describing, evaluating, or synthesising evidence.(Daldrup-Link, 2018). Non-systematic
reviews utilise old research that has been gathering dust for years, along with your
colleagues' recommendations. Reviews, in contrast, take into consideration the time and
effort required to identify and review the best possible research.(Cargill, M., & O’Connor,
2021).The question that must be answered requires an array of techniques and delivers
the most effective outcomes when multiple approaches are employed. (Lorés-Sanz, 2011)
Some yet slightly distinct studies can be synthesised to better answer critical concerns.
Set aside time to come up with a solution to a problem that interests your peers in the
same field. As we are drawing on research in order to resolve specific challenges, we can

potentially deal with two issues at once.

As conclusions, with the foregoing, it may reasonably conclude that reading,
reviewing, and writing for imaging literature are all worthwhile endeavours.(Beyea &
Nicoll, 1998) As a critical reader and reviewer, it is crucial to remember to read selectively

and critically.(Ng, K. H., & Peh, 2010) .With regard to producing a review article, you
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should be able to indicate the steps to be achieved as follows: see the matter from a large
perspective, and get rid of entrenched notions and obsessions from your head. A critical
approach, along with a methodological attitude, should be taken when researching papers
in the literature. (Pautasso, 2013) Data should be conveyed in an interesting way. Presents
conclusions and implications for researchers and managers. To produce findings based on
the best available scientific data and evidence, a systematic review is done. To lift the
standard for non-systematic narrative expert opinion evaluations, a systematic method to

a critical review of all the relevant evidence will be employed.
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Abstract:

The epidemic of Covid — 19 has spread not only across the country but all over the world and its
outbreak is an unprecedented blow to the Indian economy. The Government of India has announced a
number of measures to address the situation, ranging from additional funding for food, security and
healthcare to sector-related incentives and tax extensions. The long-term nationwide lockdown, the
global economic downturn, and the relative disruption of supply and demand chains have left the
economy facing a long period of recession and are likely to continue to do so. This study has shown
the potential impact of the shock on various sectors such as the manufacturing sector. This research
paper seeks to present a set of policy recommendations for financial services, banking, infrastructure,
Indian agriculture, real estate, other services and specific sectors.
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1. Introduction:

Outbreaks of the corona virus pose a serious threat to billions of people worldwide. In addition
to being detrimental to human health, global trade is affecting the entire economic system and trade
and commerce worldwide. The first outbreak of the disease occurred in December 2012 in Wuhan,
China. The World Health Organization (WHO) is fully monitoring its global threat and thus it is
declaring 30 January 2020 as a public health emergency of international concern. The virus began to
spread at an unprecedented rate in various countries around the world on March 11, 2020, forcing the
WHO to declare it an epidemic, now the whole world is facing this useless and harmful enemy. Many
countries are under lockdown and everything has come to a standstill, including normal life, social and
social conditions. The first case of corona virus was reported in Kerala on January 30, 2020. As many
patients were found in different cities of India, on 24th March 2020, the Government of India declared
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a lockdown in every corner of the country and took necessary action. The metropolises of Delhi,

Mumbai, Ahmadabad Kolkata, Chennai are densely populated which has given rise to a spurt in cases
of covid-19 and these cities are the engines for growth and development of Indian Economy

2. Objectives:

The entire business world is in the cycle of the corona virus. As the virus is having a severe
and rapid effect, companies need to come up with appropriate strategies to deal with this difficult
situation. Therefore, the objectives of this study are as follows.

1. To understand the impact of Covid — 19 on the Indian economy.
2. To find out the challenges for different sectors in Indian economy
3. To create awareness among the people about impact of Indian economy due to Covid — 19.

3. Sources of Research Papers:

The study is descriptive nature. Secondary Sources such as Books, Research Journals Magazines,
Internet and Daily News papers.

4. Impact of COVID-19 in Various Indian Sectors:

Covid-19 has set foot in India and has taken the country into a major crisis. Corona virus
disease has become a world-changing phenomenon and is not only a humanitarian crisis but also an
economic and social crisis. This affects the business environment and it grows worldwide and many
times over. Due to the rapid spread of the corona virus, a number of factors are bound to limit their
business operations, which hinders the economic functioning of many industries that contribute to
growth. The impact on different sectors of the economy is highlighted below.

4.1 Primary Sector:

Primary sector includes information and manufacturing and raw material related industries. The sector
employs about 43.21% of India's population and contributes about 16.1% of Indian GDP. It supplies
raw materials to the secondary sector and provides the basic necessities of human life.

4.1.1. Agricultural industry:

Travel restrictions for lockdowns in the agricultural sector have led to a shortage of agricultural
workers, leading to a decline in production. Also, the lockdown period (epidemic) all over the country
(or across the continent) is consistent with the harvest season of the "Rabi" crop, but due to the shortage
of labor, the crop remained in the field without any problems. The markets for the raw materials used
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for this have gone down and so have the complaints of the farmers. The revenue of tea-based industries
has declined significantly as most of their production is now being exported.

4.1.2. Mining Industry:

Outbreaks appear to be exacerbated by the overall demand for metals and minerals all over the
country (or continents), which has led to lower rates. Mining firms have also seen their share prices
fall sharply.

4.2 Secondary sector:

The secondary sector employs about 24.89% of the population and accounts for 29.6% of
Indian GDP. It embraces industries engaged in the production and distribution of manufactured goods
or construction activism, which provides support to both the primary and service sectors.

4.2.1. Manufacturing Industries:

The manufacturing industries are picking up the brunt of the corona virus as they discontinue
their production in a short time. The value of the goods in the production center or warehouse of these
industries has come down and the machines have been idle for a long time. The biggest hurdles that
industries faces are cash flow disruptions and supply chain disruptions.

4.2.2 Automobile Industry:

With almost all plants shut and imports being sealed up, there is a steep decline n production
and sales of the automobile companies impelling them to declare pay cuts The situation will be awful
even during post lockdown period due to fall in income levels

4.2.3 Textile and Apparel Industry:

This industry is workplace for over 45 million people in the country but temporary closure of
production units has increased their hurdles leading to lay-offs. The terminations of exports and
imports have adverse impact on the spinning mills in India as the exports of fabne, yam and other
materials have disrupted.

4.2.4. Pharmaceutical and Chemical Industries:

These industries are heavily dependent on imports of large quantities of drugs and raw
materials from China. Import restrictions also affect these industries.

4.2.5. Electronic Industry:
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The finished goods and raw materials used in this industry are mainly supplied to China. The
spread of the corona virus has reduced the good production and sales of electronics and also disrupted
the supply chain.

4.2.6. Solar Power Industry:

Solar power project builders depend on Chinese imports. About 80% of the solar modules and
solar cells used in India are from Chinese manufacturers. Thus Indian solar project developers began
to face a shortage of raw materials and their stocks were limited.

4.3 Service Sector:

About 31.9% of the population is employed in the service sector which accounts for 54.3% of Indian
GDP.

4.3.1. Tourism and Hospitality Industries:

Tourism and hospitality is the biggest industry in the corona virus crisis and the most important
industry to resume this initiative. The lockdown has hampered the flow of tourists, hitting the tourism
and hospitality industries.

4. 3.2. Transportation Segment:

Outbreaks appear to be exacerbated during this time of year. Airlines, cruise and road cargo
operators have been hit hard by border closures and travel restrictions. Some airlines are not even in a
position to refund their customers for flights canceled due to lockdown.

4.3.4. Healthcare Segment:

According to FIICCI, the healthcare department is at the center of this global test. Demand for this
specialty has grown significantly as a result of recent corporate scandals. Private hospitals are available
to provide the government with all the help it needs.

4.3.5. IT Segment:

IT segment is reeling under corona virus crisis as there is immense dwindle in global deal
activities as well as growth rate. They are downsizing their work force to tussle with the presence
scenario.

4.3.6. BFSI Segment:
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Abstract:

In India the highest dengue cases in the year 2015 total 99913 and 220 second highest deaths have
been reported. During 2012, 50222 cases and 242 deaths and during 2013, 75808 cases and 193 deaths
were reported. And lowest during 2002, 2139 cases and 35 deaths were reported Highest number of
deaths were reported by Kerala in 2003 (68) followed by Tamil Nadu in 2012 (66). Delhi 65 in 2006
and 60 in 2015 then Maharashtra 59 in 2012, 56 in 2005 and in 2014, 54 deaths have been reported.
In Maharashtra has recorded 54 Dengue positive cases in 2001 and 4936 positive cases in 2015 and
total Dengue deaths 2 and 23 respectively. The highest positive cases were reported in the year 2014
were 8573 and lowest were 54 in 2001. Then there was a growing number of Dengue positive cases
from 2001 to 2015, 370 in year 2002, 772, in 2003, 856 in 2004 In 2005, however, it stabilized to a
low of 349 and later again it increased in 2006 ,were 736, 2007, were 830 , in year 2007 were 910,
After that the number of Dengue cases was more than 1000 in all the years from 2009 to 2015 e.g.
1224, 1489, 1138 2931, 5610 8573 and 4936 respectively Nashik reported the 11 positive cases in
2001, after that Thane district reported 86 Dengue positive cases in 2002, again Thane and Nashik
district was highest cases reported in 2004, there were 88 Dengue positive cases in Thane district. In
2006, there were 115 Dengue positive cases in Thane district and 112 in Nashik district,

Keywords: Dengue favor, positive cases, total deaths
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INTRODUCTION:

In this research paper I have tried to get the information about The Affected People of Dengue in
Nashik District. In the last few years, many positive cases and people died due to dengue favor in the
Nashik district, and according to reports and Taluka Wise of blood sample test and positive cases of
Dengue in Nashik district during 2011-2017. As well as Dengue high risk villages, total positive cases
and total deaths due to Dengue had shown in this paper.

METHODOLOGY:

The methodology of present work will includes primary and secondary data the collection of data
regarding the Dengue various methods will be adopted. I visited some government and private
Hospitals continuously to know the information from hospitals staff and patients through the dialogues
and interviews through the questionnaires methods, and observations. And the secondary data
collected through health department, medical bulletins, such as District malaria office and Government
hospital in Nashik.

OBJECTIVES:
. To identify the situation and existing knowledge of Dengue in Nashik District.
. To assess the awareness regarding Dengue among people in Nashik district.

STUDY AREA:

Nashik district lying between 19°35”18” North latitude to 20°53°07” North latitude and 73°16°07”
East longitude to 74°56°27” East longitude, with an area 15530 sq.km The total population of the
district was 6107187 as per the census of 2011. Nashik is bounded on the North-West by the Dangs
and Surat districts of Gujarat state, on the North by the Dhulia district, on the East by the Jalgaon and
Aurangabad district, on the south by the Ahmadnagar district and towards South-West by the Thane
district. The district comprises 15 talukas like Nashik, Peth, Surgana, Trimbak, Igatpuri, Sinner,
Niphad, Dindori, Kalvan, Satana, Malegaon, Devla, Chandwad, Nandgaon and Yeola. Nashik district
covers 5.05% area of Maharashtra

Study area Map:
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DENGUE SITUATION IN NASHIK DISTRICT:
Table No.1 Nashik District Dengue Outbreak Information from 2001 to 2017

[Vol. XCII-XVIII]

Year Positive Death
2001 106 04
2002 68 02
2003 88 10
2004 43 01
2005 38 07
2006 94 04
2007 301 00
2008 87 03
2009 75 00
2010 67 01
2011 34 03
2012 313 11
2013 458 06
2014 698 09
2015 425 00
2016 1216 06
2017 1043 01

Source: District Government Hospital Nashik
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Above the figure No 1. shows the Nashik District Positive cases of Dengue information from 2001to
2017. In the year 2016 and the year 2017 the highest numbers of cases were positive and it was 1216
and 1043 respectively. As per the descending order of 698 in 2014, 458 in 2013, 425 in 2015 and there
were 313 Dengue positive cases in year 2012. The lowest in 2001, there were only eleven positive
cases in Dengue from 2002 to 2011, the Dengue positive cases were below 100. In 2006 alone, there
were potentially over 112 cases of Dengue.

Figure No. 2 shows the Nashik District Total deaths of Dengue year 2001 to 2017. In 2012, the highest
numbers of death were recorded and it was eleven. After that, in the year 2003 and 2014 there were
ten and nine deaths respectively due to Dengue. In the year 2005 seven deaths in the year 2013 and
2016, 6 deaths each were due to Dengue. Four persons in 2006, three person’s death 2008 and 2011.
And only one person died due to Dengue in the year 2004, 2010 and 2017. And the years 2001, 2004,
2009 and 2015 even there was a Dengue infected persons but there was no deaths in this period due to
Dengue.
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Table No. 2 Positive Cases of Dengue in Nashik District from 2001 to 2017

Source: District Government Hospital Nashik
Table no. 2 shows statistics of positive Dengue cases in Nashik district for the 17 year period from
2001 to 2017. The highest number was 1216 in 2016 and 1014 positive cases were recorded in 2017.
In 2011, only 34 positive cases were reported in the entire Nashik district. And in particular, of all the
talukas, Nashik Taluka has more Dengue patients than other talukas.

In the year 2001, 21 of 106 Nashik and two of the lowest Surgana, ten in 68 positive cases in
2002 and two in Satana, Surgana respectively. In 2003, the maximum number of twelve in Nashik
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Taluka, followed by Malegaon eleven and the lowest three were Satana, Surgana and Peth. In 2004,
no more than 43 Nashik cases and no Dengue positive cases were found in Surgana and Kalwan. In
2005, six Dengue positive cases were reported again in Nashik Taluka of the total 94 Dengue positive
cases in 2006, eight were in Nashik. In 2007, 48 out of 301 Nashik 48 cases were registered following
Malegaon 41 and 30 Dengue positive cases in Sinnar Taluka. In 2008, Dengue positive cases dropped
to 87 out of which 14 in Nashik. And only two Dengue positive cases were reported in Peth Taluka.
Total 75 cases in 2009, Nashik Eleven In the year 2010, there were 34 Dengue positive cases in the
district in the year 67, 2011, out of which five positive cases were not reported in Nashik but five in
Surgana Taluka. Thereafter, there was a sharp increase in Dengue positive cases again in the district
e.g. in 2012, out of 313 Nashik 46, Malegaon 44, Yeola 41, Nandgaon 38. In the year 2013, 458
Dengue positive cases were reported in Nashik 64, Malegaon 52, Sinnar 49, and Yeola 46. Dengue
positive cases were recorded in the lowest in Deola Taluka. In 2014, there was a slight increase in
Dengue positive cases, with Nashik Taluka crossing 100 and reporting 107 Dengue positive cases.
Thereafter, Malegaon Taluka also increased to 82. Similarly, Sinnar and Yeola Taluka recorded 68
and Peth Taluka recorded the lowest. In 2015, Dengue positive cases dropped slightly to 425. In 2016,
however, the Dengue positive cases increased tremendously, surpassing the number of 1000 and
reaching 1246. The maximum numbers of Dengue positive cases were reported in Nashik 201,
Malegaon 184, Sinnar 156, Nandgaon 105 and Yeola 102. In 2017, however, Dengue positive cases
declined slightly to 1043 in comparison to 2016, but Nashik Taluka increased and it recorded 168,
Malegaon 147, Sinnar 145 Yeola 98 and Nandgaon 88 thus maximum Dengue positive cases were
reported.
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Table No. 3 Nashik District Taluka-Wise Deaths of Dengue from 2001 to 2017

Source: District Government hospital Nashik

In the above table no. 3 In the Nashik district, the total and Taluka-Wise Dengue deaths were reported

from 2001 to 2017. During this entire 17-year period, 68 people died of Dengue in Nashik district. In
Malegaon Taluka, the highest number of fifteen, followed by Nashik fourteen, Sinnar nine, Chandwad
and Yeola six each, Nandgaon five, Peth four, Kalvan three, Satana two, Igatpuri, Dindori and one
each in Niphad Taluka. In Deola, Trimbak and Surgana Taluka, however, no one died due to Dengue.
Considering the entire district, eleven people died of Dengue in 2012, ten in 2003, and nine in 2009,
while in 2004, 2010 and 2017, only one person died of Dengue in the entire district. In 2007, 2009 and



ISSN : 0022-3301 | MAY 2021

33
Dr. Nigale Chintaman Bhaguji

2015, there were no recorded cases of Dengue deaths. All the above data indicate that Malaria and
Dengue positive cases and total deaths have been reported in Nashik, followed by Malegaon, Sinnar,
Yeola and Nandgaon Taluka. However, cases of Malaria and Dengue positive cases and deaths in the
districts of Igatpuri, Peth, Surgana Trimbak, Kalvan, Niphad etc. are very small. In the remaining
Deola, Satana, Chandwad and Dindori talukas, the number of Malaria and Dengue positive cases is

moderate and the number of deaths is low.

CONCLUSION:

The only way to get rid of Aedes Aegypti mosquito is by itself due to the diagnosis and treatment of
the patient and the treatment of symptoms, the mortality rate can be greatly reduced. However, various
types of remedies can be managed to get control over Dengue. Actually there is no drug or vaccine
available for DHF treatment, so be careful not only to treat it but also to get better. There is no specific
treatment for Dengue but in the year 2019, Denguexia (Dengue vaccine) was approved, but the World
Health Organization vaccine will be given only to the confirmed person due to Dengue infection.

1. Personal Remedial Treatment

. Whole sleeves with shirts and full pants with socks

. Dosage killer creams, liquefied, hands, legs, to the naked body

. To set up coils, mats, etc., to avoid being enslaved

. Using mosquito nets for children and younger does not mean mosquito bites

2. Biological Control
. In ornamental tanks, fishes such as mosquito larvae, such as gappi fish

. Use biological pesticides to slaughter or escape

3. Chemical Control
. Use chemical insecticides if there is reproduction in large tanks

. Using aerosol spray during the day is so sure to burn.

4. Environmental Management System

. Finding and destroying mosquito breeding sites
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Management of Roof, Vertical and Shadow Wings of the house
Suitable cover over the stored water

Sure water supply

Keeping a dry day in a week

Separate the wet and dry waste in the house.

5. Health Education

To inform common people about this disease and the mosquito causing mosquitoes, such as TV, radio,

newspapers, graffiti cinema slides, medical bulletins, magazines etc.

6. Community Participation

Sensitize people to find and destroy Mosquitos breeding sites and participate in various social

institutions, schools, colleges. In addition to this, one day in a month, in various public places such as

Garden, market River banks, roads, various government
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Abstract
A growing number of scientists believe that using wastewater to irrigate crops is an effective way to reduce soil deterioration and restore soil nutrient
content. Following long-term irrigation with wastewater, this study examined soil and ground water composition. Organic carbon (OC), manganese
(Mn), iron (Fe), sodium (Na), copper (Cu), total alkalinity (TA) and zinc (Zn) were found in soil samples collected at the surface and 30 cm below
the surface. Due to salt and poisonous metal concentrations from wastewater application to soil, it is vital to study the long-term impacts of

wastewater concentration on soil salinity and toxic metal concentrations.

Key words: Irrigation, soil properties, wastewater, water quality.

Introduction
As the global population continues to rise, industrial and
agricultural activities to increase food supplies, as well as a string
of droughts in recent years have pushed water resources in arid
and semi-arid countries to their limits. This is why it is important to
explore any sources of water that can be used economically and
effectively.

Worldwide, wastewater is used to irrigate agricultural land.
Developing countries, whose water treatment expenses are
prohibitive, are particularly susceptible to this '. Enhanced living
standards in industrialized societies have resulted in a rise in waste
items that may lead to contamination of the environment. Even
though pollution prevention is costly, recycling trash is a
particularly effective way to combat it 2. A more cost-effective
option to wastewater disposal is to use it on agricultural lands,
where it improves nutrient cycling while also posing a risk to soil
quality and production in the long run .

Since it contains so many different nutrients, wastewater
irrigation is a great way to add a variety of essential macro- and
micronutrients to the soil. These include nitrogen, phosphorus,
potassium, zinc, iron, manganese, and copper (Cu) 3. Wastewater
may include a significant amount of organic matter, making it a
valuable source of organic matter for soils and a stimulant for
plant growth *.

Soil type, wastewater properties, and the irrigated soil’s
vegetation all influence how wastewater application affects the
environment. Water irrigation may alter soil qualities, including
physical and chemical as well as biological properties. Applied
wastewater contains nutrients that can be transformed by soil
qualities °. Wastewater application to farmland and forestland is
an attractive option for disposal since it can improve soil physical
and nutritional qualities *7. There is a concern regarding the
accumulation of potentially harmful metals such as Cd, Cu, Mn,

Journal of Food, Agriculture & Environment, Vol.19(2), April 2022

Pb, and Zn from both home and industrial sources in the soils
that are irrigated with wastewater. The amount of these elements
in wastewater is the most important factor in determining how
much of it can be used. As far as public concern goes, the uptake
of trace elements by plants cultivated in wastewater-irrigated
land is a major one 8. The possible absorption by grazing animals
of these components from soil under wastewater irrigation is
also a cause for worry in terms of toxicity. As a result, it is
imperative that the buildup of certain hazardous metals in plants
and the consumption of contaminated water by farm animals be
thoroughly investigated °.

Reducing the demand for costly inorganic fertilizers and
enhancing soil fertility and crop yield can be achieved by using
wastewaters . Reusing agricultural waste water to reduce
pressure on freshwater supplies has been a common practice for
centuries !'. Wastewater use, regardless of its benefits, may have
an impact on soil physical and chemical qualities and, ultimately,
agricultural yields %5, Soil salinization (an increase in sodium
ions relative to other cations) and the accumulation of heavy
metals in the soil and crops can result from the use of wastewater
in agriculture. This can pose a long-term health risk to humans.
On the basis of the source of the wastewater, treatment methods
used, and the soil’s natural properties, this may or may not
happen® 6.

An investigation into how industrial wastewater irrigation
affects soil and groundwater quality was the goal of this project
(macro and micronutrients, heavy metal content).

Materials and Methods
Location: For this investigation, the city of Jabalpur was chosen.
The experiment is based on industrial waste as a point source
(Vehicle factory nala). Jabalpur has a sub-tropical, sub-humid
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Figure 1. Location map of the study area.

climate and is located on the Kymore plateau and Satpura hills in
the agro-climatic area at 2309" latitude and 79058" E longitude, at
an altitude of 411.78 m above mean sea level, with hot, dry summers
and chilly, rainy winters. The temperature drops below freezing
point in the winter and reaches as high as 460 degrees in the
summer, making the environment of this location rather harsh.
The study area’s location map is depicted in Fig. 1.

Sampling: During the pre-monsoon season of 2018, water samples
from industrial waste (vehicle nala) were collected from open wells,
bore wells, and tube wells. In a plastic container, a sample of water
was collected. As specified in Standard Methods for the
Examination of Water and Wastewater, all samples were collected,
maintained, and stored for analysis !". Before seeding, a 30 cm
deep soil sample was taken from the research area with a hand
auger.

Analytical methods: Wastewater samples were processed for
examination using a temperature programme based on the
Milestones Cookbook of microwave application notes for MDR
technology and an acid digestion beforehand. Na and K contents
were determined using the atomic emission method, Fe, Al, Cu,
and Mn contents were determined using the atomic absorption
spectroscopy method, and chloride (Cl), sulphate (SO 4), nitrite,
and nitrate contents were determined using the ionic
chromatography method in wastewater and drinking water
samples. The APHAAWWA-WPCF method '7 was used to
determine N-Kjeldahl, total P, BODS, COD, electrical conductivity,
carbonate and bicarbonate, IC (inorganic carbon), and TOC (total
organic carbon).

The pH and electrical conductivity (EC) in saturation extract
(1:2.5 suspension of solid in water), pH with a previously calibrated
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pH meter ®, EC with a previously calibrated conductive meter *°,
organic matter content with the Walkley and Black method %,
total nitrogen (N) by the Kjeldahl procedure, and available
phosphorus (P) by the Kjeldahl procedure * were determined.
According to Milestones Cookbook of microwave application
notes for MDR technology, the soil was acid digested for various
parameters and metal measurements. Na and K were afterwards
determined using atomic emission spectroscopy in an atomic
absorption spectrometer, while Ca, Mg, Fe, Zn, Mn, Cu, Ni, Cr, Cd,
As, Hg, and Pb were determined using atomic absorption
spectroscopy in an atomic absorption spectrometer 2.

Results and Discussion
Physical properties of water at source: Physical properties of
waste water obtained from industrial waste (Nala near Vehicle
factory) were evaluated for pH and electrical conductivity (Table
D).

The pH scale measures the acidity or alkalinity of water as well
as the concentration of hydrogen ions. The pH has no direct
negative impact on one’s health. Trihalomethanes, which are
poisonous, are formed when the pH is too high. Corrosion begins
in pipes when the pH falls below 6.5, releasing hazardous metals
such as Zn, Pb, Cd, and Cu. The pH value of water sample of the
Vehicle Nala is 7.42. This value is within the prescribed limit of
WHO and also in safe range of pH for irrigation water i.e 6.5-8.5.

Electrical conductivity (EC) is a quick way to figure out how
much ionized stuff is in a given amount of water. The water
recovered from the Vehicle Factory Nala has an average EC of 1.11
dS/m, which is in the High category according to USSSL but
suitable for irrigation.
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Table 1. Physico-chemical properties of waste water at surface
and ground water.

Parameters Units At Ground Percentage
Source water Change
pH 7.42 7.47 -0.66
EC (dS/m) 1.11 1.11 0.26
Cu (mg/1) 0.4 0.18 55
cr (mg/1) 0.08 0.03 62.5
SO, (mg/1) 47 31.57 32.89
Fe (mg/1) 0.52 0.18 65.38
NO; (mg/l) 0.45 0.27 40
Chloride (mg/1) 75 44.71 40.38
TH (mg/1) 280 232.85 16.83
TA (mg/1) 710 530.85 25.23
Na (mg/1) 130 109 16.15
cl (mg/1) 0.67 0.53 20.89
Br (mg/1) 2.01 1.68 16.41
lodine (mg/1) 1.08 1.01 6.48
NH,-N (mg/1) 4.12 257 37.62
PO, (mg/1) 3.16 1.42 55.06
Si (mg/1) 4.26 3.04 28.63
NO,-N (mg/l) 0.01 0.001 90
Su (mg/1) 0.02 0.02 0
Zn (mg/1) 0.86 0.38 55.81
RSC (me/l) 4.3 2.98 30.69
SAR millmole/I 1.09 1.01 7.92

Chemical properties of waste water: Chemical properties of waste
water obtained from Industrial waste (Nala near Vehicle factory)
are presented in Table 1.

Copper (Cu): The higher concentration of Cu can be related to
anemia, digestive disturbance, liver and kidney damage, bitter
and metallic taste, blue green or plumbing fixture diseases. The
copper in Vehicle Factory is 0.40 mg/1. The copper is within the
permissible limit as per WHO.

Chromium (Cr): Cr causes skin irritation, ulcers, lung tumors,
gastrointestinal consequences, nervous system damage, and
circulatory system harm. In the water recovered from the Vehicle
Nala, a value of Cr (0.08 mg/l) was detected.

Sulphate: Drinking water with a sulphate level of more than 400
mg/l has a bitter, medicinal flavor and can produce gastric
discomfort and catharsis. The SO, value of the Vehicle Nala’s
water sample (Table 1) is 47 mg/l. This SO, level is within the
WHO’s recommended range.

Iron (Fe): Fe occurs in water either as ferrous Fe or as ferric Fe.
Plant growth, especially vegetable growth, benefits from a tiny
amount of Fe. Large quantities cause unpleasant, metallic, bitter
taste and favour the slimy growth of iron bacteria. The value of Fe
(0.52 mg/l) was recorded (Table 1) in the water obtained from the
Vehicle Factory. The iron concentration of water sample is within
the permissible limit as per WHO.

Nitrate (NO,): Nitrate is a contaminant found in ground water
as a result of sewage percolation under the surface. Organic
sources of nitrate, as well as industrial and agricultural pollutants,
are found in natural water. Nitrate encourages growth of organism
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like algae that cause undesirable taste and odour. The nitrate
concentration in excess of 45 ppm may cause methenoglobinemia
in infants (blue babies). The highest value of NO, is 0.45 mg/1 for
Vehicle Factory. The nitrate concentration is within permissible
limits as per WHO. Presence of nitrate in water indicates the final
stage of mineralization. The increase in nitrate nitrogen in the
effluent is undesirable as it pollutes the ground water. The higher
nitrate nitrogen content in the water causes eutrophication.

Chloride: Chloride is a minor constituent of the earth’s crust
but a major dissolved constituent of most natural waters.
Corrosion of metals in the distribution system is accelerated by
high chloride concentrations. The chloride concentration of a
Vehicle Factory water sample is 75 mg/l. According to WHO, the
chloride content is within the allowed range.

Total hardness (TH): Hardness refers to the feature of water
that prevents soap from lathering. The total hardness of water is
due to presence of cations Ca*, Mg*, Fe*, Mn?* and anions
HCO,, SO 42', CI, NO,". Human cardiac disease is influenced by
water hardness. The value of TH (280 mg/l) was recorded.

Total alkalinity (TA): Hydroxide, carbonate, and bicarbonate
are the main sources of alkalinity in natural water. Alkalinity is not
detrimental to humans in and of itself. The water sample has a
total alkalinity of 710 mg/l. Water sample from Vehicle Factory has
shown higher as per the permissible limit as prescribed by WHO.

Sodium (Na): Sodium is an important element when salinity or
total dissolved solids (TDS) are considered in the use of water.
Many irrigation water quality criteria like SAR, sodium percent
are based on the sodium. According to the National Academy of
Science, greater sodium levels are linked to cardiovascular disease
and pregnancy-related toxaemia in women. Water sample of Vehicle
Factory is found within the permissible limit given by WHO.

Residual sodium carbonate (RSC): The RSC of Vehicle Factory
is 4.30 meq/l and given in Table 1. The RSC value for Vehicle
Factory comes under high category as per IS: 11624 — 1986, but it
is fair for irrigation purpose. The RSC content of water depends
upon the carbonate and bicarbonate contents of water and the
concentrations of calcium and magnesium.

Sodium adsorption ratio (SAR): The SAR of Vehicle Factory is
1.09 millimole/l. The SAR of water depends on the sodium content
of water and total hardness of water. The SAR of water sample is
low class (less than 10 USSSL). Than SAR point of view water
sample are excellent for irrigation purpose.

Other parameters and micro nutrients: Some of the other
parameters and micro nutrients like chlorine, bromine, iodine,
ammonium nitrogen, phosphate, silica, nitrite, sulfite and zinc are
presented in Table 1.

Effect on ground water due to polluting source: Water quality
analysis of waste water has been discussed in the previous
section. When this water is applied over a field as irrigation or
percolate down right from the source itself causes contamination
to ground water in long term. The intensity of contamination
depends mainly on intensity of impurity of waste water at the
source, the length of time for which this problem exists and the
strata of soil through which it passes before joining the ground
water. In order to assess the effect on ground water quality. Ground
water samples from near open well, hand pumps and tube wells
were collected and analyzed.

It is suspected that the ground water might have got polluted

133



due to the polluting sources; therefore the physico-chemical
properties of ground water were determined. The possible effect
on ground water due to source was calculated in terms of
percentage reduction change as:

(Fs—Fg) .
. .

Percentage Change = 100 )

where, PS5 = Value of parameter in sources, P g = Value of parameter

in ground water.

Physical properties of ground water: Physical properties of waste
water obtained from industrial waste (Nala near Vehicle factory)
are presented in Table 1.

pH: The pH value of ground water 7.47 (Vehicle Factory) was
increased against at the sources with 7.42. All these values come
under the permissible limits as per WHO standard.

Electrical conductivity: The EC value registered same in ground
water and surface water (1.11 dS/m).

Chemical properties of ground water: Chemical properties of
ground water obtained from Industrial waste (Nala near Vehicle
factory) are presented in Table 1.

Copper: The value of copper was 0.18 mg/l in ground water
sample, which is 55% lesser than in the waste water source. The
safe limit of copper 0.05-1.5 mg/l suggest that ground water of
these sites falls under safe category for copper point of view.

Chromium: The value of chromium was 0.03 mg/I in ground
water sample, which is 62.5% lesser than in the waste water
sources. The safe limit of chromium is 0.05 mg/1 and suggests that
ground water of these sites comes under the safe category.

Sulphate: The value of sulphate was recorded 31.57 mg/l which
is 32.89% lesser than the waste water source (Table 1). All samples
come under the permissible limit as per Standard of WHO and
suggest that ground water of these sites is under the safe category
for sulphate point of view.

Iron: Iron in the ground water sample was 0.18 mg/l. These
ground water samples showed 65.38% lesser values than the waste
water at source (Table 1). The safe limit of iron is 0.3-1.0 mg/l and
suggest that ground water of the locality under the safe category
in iron point of view.

Nitrate: The NO, concentration was maximum 0.27 mg/l in
ground water. The percentage reduction change in the NO, was
40% . All samples of ground water falls under the permissible
limits. The safe limits of NO, is 45-100 mg/1.

Chloride: The value of chloride in ground water sample was
44.71 mg/l. The percentage reduction change in ground water
from source is 40.38. The safe limit of chloride is 250-1000 mg/1.

Total hardness: The value of total hardness in the ground water

was 232.85 mg/l. The percentage reduction change from 16.83%
was obtained. All ground water samples come under the
permissible limit (300-600 mg/1) as per WHO standard.

Total alkalinity: The concentration of total alkalinity of ground
water sample was 530.85 mg/l. The ground water sample was
25.23% lesser than the waste water source. The safe limit of TA is
200-600 mg/1.

Sodium: The concentration of sodium in ground water sample
was 109 mg/l. This value is 16.15% lesser than the waste water at
source (Table 1). The permissible limit of Na is 200 mg/I.

Residual sodium carbonate: The RSC value of ground water
sample was 2.98 me/l. The percentage change is 30.6% (Table 1).
As per CGWB and CPCB (2000) the value of RSC is low, which
comes under the good class of water for irrigation point of view.

Sodium adsortion ratio: The SAR value of ground water
sample was 1.01 millimole/l (Table 1). The percentage change is
7.3%. According to CGWB and CPCB (2000) ground water samples
are excellent quality for irrigation point of view.

Other parameters and micro nutrients: Element of halogen
group i.e. Cl, Brand iodine decreased when percolate down to the
ground water (Table 1). There was considerably decrease in NH,-
N and NO,-N was leached down to the ground water, the soil
prevailing was capable of filtering about 18-90% of this material.
The NH,-N decreasd from 37.62% (Table 1). The NO,-N was
reduced 90% in the ground water samples collected from Vehicle
Factory. The PO, concentration was 1.42 mg/l in ground water.
The percentage change in the concentration of PO, was 55.06%.
The Si concentration was 3.04 mg/1 in ground water. The percentage
change in the concentration of Siwas 28.63%. The value of Zn
was same as ground water as well as water source. The Zinc
concentration decreased in the ground water sample in comparison
to the waste water source.

Water quality refers to the physical, chemical and biological
qualities of a water supply that impact its acceptability for a certain
use. Specific purposes require different levels of quality, and a
water supply is seen more acceptable if it gives better outcomes
or creates fewer difficulties than an alternative water supply? .
The kind and quantity of dissolved salts in irrigation water can
have a significant impact on its quality. Ayers and Westcot 2*
provide guidelines for evaluating water quality for irrigation in
Table 2. These recommendations are practical and have been used
successfully in irrigated agriculture for analysing surface water,
groundwater, drainage water, and wastewater constituents .

Soil impairment due to waste water irrigation: Soil samples were
collected from areas where irrigation from different polluting
sources is in practice. The physico-chemical properties of these
samples were determined. The results obtained from different test

Table 2. FAO recommendations for maximum concentration in irrigation water>.

Parameter Max. value Parameter Max. concentration (mg/l)
pH 6.5-8.5 Cadmium 0.01

EC (dS/m) 3.0 Chromium 0.10

Total dissolved solids (mg/1) 2000 Cobalt 0.05

HCOj; (mg/l) 600 Copper 0.10

SO, (mg/l) 1000 Iron 5.0

C1 (mg/l) 1100 Manganese 0.2

Mg (mg/l) 60 Nickel 5.0

Na (mg/l) 90 Lead 2.0

SAR (mmol/l) <10 excellent, 10-18 good 18-26

fair, >26 poor
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Table 3. Physico-chemical properties of soil.

Parameters Units Soil Depth
0cm 30 cm
pH - 8.0 75
EC (dS/m) 0.9 0.4
oC (g/kg) 9.7 15.0
Av.N (ppm) 310.0 405.0
Av.P (ppm) 28.6 313
Av.K (ppm) 578.5 490.6
Av.S (ppm) 42 42
Zn (ppm) 20.9 20.1
Fe (ppm) 10.3 143
Mn (ppm) 15.0 3.1
Cu (ppm) 971.0 856.0
TA (ppm) 125.0 110.0
Na (ppm) 87.0 65.0
NH,-N (ppm) 59.0 63.0
NO;-N (ppm) 27.8 293
Table 4. Soil parameters limits.
Class oC N P K S
(grkg)  (kgha)  (kglha)  (kgha)  (mg/kg)
Low <5 <250 <10 <200 <10
Medium 5-7.5  250-500  10-20  200-400  10-20
High >7.5 >500 >20 >400 >20

Critical limits: Zn = 0.5 mg/kg, Cu =<0.5 mg/kg, Fe = 2.5 - 4.5 mg/kg,

Mn = 3.5 mg/kg
samples were compared with standard norms presented in Table
4. Salient results are presented in Table 3.

pH: The pH value of soil is an important parameter, which need
to be controlled for the maintenance of the soil fertility as it is
directly influenced by availability of nutrient. Brady * has specified
that slightly acidic and slightly alkaline condition is supposed to
be best from fertility point of view. The pH value was 8.0 for
surface soil and at 30 cm depth 7.5.

Electrical conductivity: Electrical conductivity of soil is related
to the total dissolved salt content and is therefore a reliable index
of salization. The EC value was found 0.85 dS/m at the surface of
soils. At 30 cm depth the value of EC was slightly lower.

Organic carbon: Soils of near Vehicle Nala have high organic
carbon both on the surface and at the depth below 30 cm.

Available nitrogen, potassium and phosphorus: Soils irrigated

by waste were moderate in nitrogen at surface and 30 cm depth.
The value of nitrogen was 310 ppm (at surface) and 405 ppm (30
cm depth). Similarly, soils near Vehicle Factory Nalais sufficiently
high in potassium and phosphorus at surface and 30 cm depth.
Soils irrigated by waste water of Vehicle Factory Nala were low in
sulphur as it ranges below 10 ppm.
Micro nutrient sand other parameters: The waste water irrigated
soils showed sufficient values of zinc, iron and manganese. Higher
values of Zn, Mn, Cu, Na, TA were at surface than at the 30 cm
depth, while Fe, NH,-N, NOS-N had higher values at 30 cm depth
than surface soil.

Conclusions

The physical and chemical properties of soils are affected by long-
term wastewater irrigation. The results demonstrated a
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considerable decrease in pH, EC and micronutrients when
compared to surface waste water and ground water. In order to
conserve non-renewable resources, soil deterioration in semi-arid
areas must be addressed. As a possible source of nutrients,
wastewater irrigation can be utilized as an organic fertilizer to
improve the physical and chemical qualities of soils. The buildup
of immobile heavy metals in soils is a key drawback of wastewater
irrigation. Heavy metal contamination should be researched further
to establish the lingering effects of wastewater before it is used
for land restoration or as a fertilizer. In order to achieve sustainable
agriculture, consistent assessments of both irrigation water and
irrigated soils are required to avoid the detrimental impacts of
applied wastewater. Furthermore, in order to attain improved soil
qualities in the research region, remediation procedures and
management plans are required.
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ABSTRACT

Groundwater is an important source for drinking water supply in Jabalpur District, Madhya Pradesh, India. An attempt has been made in this
work to understand the suitability of groundwater for human consumption. The parameters of pH, Electrical Conductivity (EC), Copper (Cu),
Chromium (Cr), Sulphate (SQ,), Iron (Fe), Nitrate (NO3), Chloride (Cl), Total Hardness (TH), Total Alkalinity (TA), and Sodium (Na) were analyzed
to estimate the groundwater quality. The water quality index (WQI) has been applied to categorize the water quality, which is quite useful
to infer the quality of water for the people and policy makers in the concerned area. The WQI in the study area ranges from 17.90 to
176.88. According to the WQI rating, sites 1, 3, and 4 are not appropriate for drinking water or have low water quality and site 2 has moderate
drinking condition, whereas site 5 has excellent drinking condition. The current study suggests that the groundwater of the area with dete-
riorated water quality needs treatment before consumption.

Key words: groundwater, principal component analysis (PCA), water quality, WQI

HIGHLIGHTS

® \WQI values in sites 1, 3 and 4 are 106.99, 176.88, 161.25, showing that the groundwater is not suitable for drinking purposes.

® WAQI value in site 5 is 17.90, showing that water is fit for drinking purposes.

® Principal component analysis reveals that four parameters are responsible for the high values of WQl.

® The outcome of the study will be helpful in formulating effective drinking water management measures for residents in the Jabalpur
region, India.

This is an Open Access article distributed under the terms of the Creative Commons Attribution Licence (CC BY 4.0), which permits copying, adaptation and
redistribution, provided the original work is properly cited (http://creativecommons.org/licenses/by/4.0/).
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GRAPHICAL ABSTRACT

1. INTRODUCTION

The purity of water is essential to all living beings. For example, precipitation, weathering and soil erosion, as well as human-
induced variables such as human exploitation of water resources, can all affect the quality of a region’s surface water
(Meshram et al. 2020a, 2020b, 2021a, 2021b). This includes both natural and anthropogenic factors. It is a big problem
because of the rapid growth of human population, rapid industrialization, unplanned cities, pollution moving down from
the hills to the lowlands, and the excessive use of fertilizers and pesticides in farming (Ouyang et al. 2006).

Groundwater is an important natural water resource that has long been used for drinking and irrigation, particularly in dry
and semi-arid climates (Ramakrishnaiah et al. 2009; Li ef al. 2018; Adimalla & Qian 2019; Ram et al. 2021). Groundwater is
important as it can be directly used for potable water (via desalination) and industrial applications (Panagopoulos 2021a,
2021b, 2021c). Despite the fact that groundwater is frequently thought to be the cleanest of all inland water supplies, studies
reveal that it is not fully free of contamination, albeit it is expected to be free of suspended solids. The underlying problem
with groundwater is that once it has been contaminated, it is impossible to regain its purity. As a result, there is a need
for, and apprehension about, groundwater quality conservation and management (Said ef al. 2004). Because water quality
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is dependent on a number of factors, it is widely acknowledged that there are no straightforward explanations for its degra-
dation. Many metrics have significant correlations, and the cumulative effect of their interconnection shows water quality. To
assess groundwater quality, the concentrations of many physicochemical parameters in industrial areas are measured and
compared with drinking water standards (de Franca Doria 2010). Groundwater contamination, drinking and irrigation
water quality, and geochemical occurrence and distribution have all been investigated all over the world (Narsimha & Sudar-
shan 2013; Khan & Jhariya 2017; Adimalla & Venkatayogi 2018; He & Wu 2018; Li et al. 2018; Zhang et al. 2018).

In order to better understand the water quality and ecological status of the studied systems and identify potential factors/
sources that influence water systems, a variety of applied mathematics techniques, such as Cluster Analysis (CA), Principal
Component Analysis (PCA), Factor Analysis (FA), and Discriminant Analysis (DA), help interpret advanced information
matrices and provide a useful tool for reliable water resource management (Simeonov ef al. 2004). Multivariate statistical
methods have been used to define and evaluate surface and freshwater quality, which is important because they can be
used to show how natural and anthropogenic sources can change over time and space (Helena et al. 2000).

Various researchers have investigated the contamination sources of river water using PCA and FA approaches. Simeonov
et al. (2003), for example, used PCA to examine the association between a variety of parameters in order to assess water qual-
ity in northern Greece. PCA has been found to be a useful tool for analyzing huge datasets and developing analytical
methodologies. To investigate the causes of parameter change, Shrestha & Kazama (2007) divided participants into
groups based on regional and seasonal features. Although all approaches allow for dimensional reduction, Factor Analysis
(FA), Cluster Analysis (CA), and Discriminant Analysis (DA) are commonly employed when the goal is to examine and under-
stand the relationship between the variables, whereas PCA is commonly used when the goal is to focus on data reduction
while losing some perception. At a dumpsite, Amadi (2011) used FA to discern between natural and anthropogenic causes
of groundwater pollution. CA was used by Azhar ef al. (2015) and Fathi ef al. (2018) to group similar sample stations together
based on system characteristics. FA reduces data by locating hidden variables (factors) that explain covariance, allowing the
original parameters to be stated as a linear combination. Zeinalzadeh & Rezaei (2017) created a two-parameter index that
beat the National Sanitation Foundation Water Quality Index (NSFWQI) in detecting changes in river conditions by using
PCA to extract the most important indicators from water samples taken from the Shahr Chai River in Iran. Many researchers
have considered the use of PCA approaches in a variety of domains (for example: Vega et al. 1998; Yu et al. 1998; Morales
et al. 1999; Perkins & Underwood 2000; Bordalo ef al. 2001; Gangopadhyay et al. 2001; Voutsa et al. 2001; Bengraine &
Marhaba 2003; Ouyang 2005).

Jabalpur is a region in Madhya Pradesh State (MP), where groundwater is a major water resource for drinking, domestic
and agricultural purposes. No efforts have been made to understand the comprehensive evaluation of groundwater quality
using the PCA approach in this region. Therefore, groundwater quality in this area is vital in determining the suitability of
water for drinking purposes. Thus, the objective of the study is to calculate the WQI of groundwater in order to assess its
suitability for human consumption using the PCA approach in the study area. It is expected that the outcome of the study
will be helpful in formulating an effective drinking water management measure for residents in the Jabalpur region.

2. MATERIALS AND METHODS

2.1. Study area and data source

The location of Jabalpur (MP) was selected for the present analysis. The research was conducted on four point sources and
one non-point wastewater source. The point sources are site 1 (dairy industries), sites 2-3 (municipal waste) and site 4 (indus-
trial waste), and site 5 is a non-point source of agro-chemicals. Jabalpur is located on the Kymore plateau and Satpura hills in
the agro-climatic area of 23 °9' N latitude and 79 °58' E longitude, at an altitude of 411.78 metres above mean sea level, and
has a sub-tropical, sub-humid climate. Summers are hot and dry, and winters are cold and rainy. The temperature at this site
can drop below freezing in the winter and exceed 46 °C in the summer, making the environment quite severe (Figure 1).

2.2. Water sampling

The groundwater samples were carried out during the premonsoon (February) period in 2018. A total of 280 groundwater
samples were collected from existing hand pumps, bore wells, or open wells and stored in thoroughly prewashed high-quality
polyethylene bottles at 4 °C until analysis. The samples were collected at 8:00 AM and 1:00 PM daily from the five sites.
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Figure 1 | Location map of the study area.

2.3. Determination of properties of water

The 11 variables examined for the water sample were pH, EC, Cu, Cr, SO,, Fe, NOs, Cl, TH, TA, and Na. Table 1 lists the
water quality metrics and their abbreviations. All water samples were analyzed using standard procedures recommended by
the American Public Health Association (APHA 1992).

2.4. Principal component analysis

To perform the statistical analysis, SPSS 14.0 was used. With a large dataset of interrelated variables, PCA is an excellent
method for attempting to explain variation by using a small number of unbiased variables (Simeonov et al. 2003). The eigen-
values and eigenvectors of the original variables are extracted from the covariance matrix using the PCA method. By

Table 1 | Water quality parameters and their abbreviation

Parameters Abbreviation Unit
pH -

EC Electric conductivity (dS/m)
Cu Copper (mg/1)
Cr Chromium (mg/1)
SO, Sulphate (mg/1)
Fe Iron (mg/1)
NO;3 Nitrate (mg/1)
Cl Chloride (mg/1)
TH Total hardness (mg/1)
TA Total alkalinity (mg/1)
Na Sodium (mg/1)
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multiplying the unique correlated variables with an eigenvector, which is a set of coefficients, we get uncorrelated (orthog-
onal) variables (PC). As a result, the PCs are linear weighted combinations of the distinct variables. The PC keeps track of
the most important aspects of the data collection, as well as enabling data reduction with little data loss (Vega et al.
1998). It is a powerful pattern-recognition technique that tries to explain the variation of a large number of connected vari-
ables by breaking them down into a smaller number of unrelated variables (principal components). PCA is a method for
extracting a collection of independent linear combinations of study parameters in order to capture as much variability as poss-
ible in a dataset (Panigrahi et al. 2007). PCA can be calculated using Equation (1):

fij +fnzin +fozo 4+ .. .o fimzm + € 1)

where j = measured variable, f = factor loading, z =factor score, e = residual term accounting for errors, i = sample number,
and m = total number of factors.

2.5. Water quality index

The Water Quality Index (WQI) is a mathematical method for obtaining a single number to reflect water quality from several
water quality measures, created by Horton (1965). Water quality can be assessed by employing a number of commonly used
water parameters, such as BOD (Biological Oxygen Demand), temperature, turbidity and conductivity (Kankal et al. 2012).
Water quality parameters are measured using the WQI, which provides a way to construct a numerical expression that may be
used to describe water quality (Miller ef al. 1986). Using a chosen method or model, the water quality index reduces water
quality data to a common scale and aggregates it into one value. All water quality criteria are taken into account in the WQI
calculation, which is based on the appropriateness of surface and groundwater for their intended use. The following three
processes are the most frequently linked with developing any index:

i. Parameter selection.
ii. Assignment of weightage to all parameters.
iii. Aggregation of sub-indices (or parameter) to produce a final index.

Parameter selection: Parameter selection necessitates three steps. The first step is Principal Component Analysis, which
identifies the most meaningful parameters that best represent the entire data collection, allowing for data reduction with mini-
mal loss of original information (Helena et al. 2000). After varimaxally rotating the initial factor loading matrix, an attempt is
made to arrange the parameters into factors and to exclude those with no substantial linkages to rotated factors or com-
ponents. In step 3, the covariance explained by each component and its percentage contribution to the overall covariance
of the components are determined for rotating loading matrices of factors.

Assignment of weightage to all parameters: A higher weight value indicates that the parameter is more significant. The most
difficult aspect of determining the weight of each parameter is that various people may have varying viewpoints. Different
parameters are assigned weights based on the designed proportional factors.

Aggregation of sub-indices (parameter) to produce a final index: The process of merging and simplifying a group of water
quality parameters is known as aggregation. The following equation describes the WQI aggregation function:

WQI = (P wpy) + (P2 * wpo) + (P3 * wps) + (P4  wpy) )

where P1, P2,..... Pn = water quality parameters; wpi, @p;........ wp, = weightage of the corresponding parameter.
The above-mentioned water quality metrics are described in depth below, with findings displayed in Table 2.

3. RESULTS AND DISCUSSIONS

3.1. Water quality parameter

The findings of the groundwater sample analysis are shown in Table 2. According to this data, the pH of the water samples
ranges from 7.42 to 7.61. These statistics are within the WHO’s (World Health Organization) safe limits. Site 2 has the highest
average EC value (1.66 dS/m), which is considered high by the USSL (United States Salinity Laboratory). Site 1 comes in
second (1.27 dS/m). The lowest EC value (1.03 dS/m) was obtained at site 5. As a result, all of the samples were classified
as high. Copper levels in sites 1 through 5 are 0.26 mg/1, 0.13 mg/l, 0.90 mg/1, 0.40 mg/l, and 0.12 mg/l, respectively. The
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Table 2 | Physico-chemical properties of water samples

Location

Parameter Site 1 Site 2 Site 3 Site 4 Site 5
pH 7.50 7.58 7.61 7.42 7.50
EC (dS/m) 1.27 1.66 116 1.11 1.03
Cu (mg/1) 0.26 0.13 0.90 0.40 0.12
Cr (mg/1) 0.08 0.07 0.23 0.08 0.04
SO, (mg/l) 43 12 60 47 18
Fe (mg/1) 0.92 0.39 0.48 0.52 0.29
NOs (mg/l) 1.86 4.8 0.71 0.45 0.62
Cl (mg/1) 42 36 50 75 45
TH (mg/1) 300 240 235 280 260
TA (mg/l) 717 790 900 710 520
Na (mg/1) 488 380 520 130 128

copper concentration in all water tests, according to WHO, is within the permitted range. The highest concentration of Cr is
found at site 3 (0.23 mg/1). Sites 1 and 4 (0.08 mg/1), site 2 (0.07 mg/1), and site 5 (0.04 mg/1) have the lowest Cr values.

Drinking water containing more than 400 mg/1 of sulphate has a harsh, medicinal taste and can cause gastrointestinal dis-
comfort and catharsis. SO, concentrations in water samples from sites 1 to 5 were 43 mg/l, 12 mg/1, 60 mg/1, 47 mg/l, and
18 mg/1, respectively. These SO, levels are all within the WHO’s acceptable limit. The highest Fe content was found at
site 1 (0.92 mg/1), followed by site 4 (0.52 mg/1). The lowest Fe measurement was for site 5 (0.29 mg/1). According to the
WHO, the iron concentration in all water samples is below the permitted threshold. As a result of sewage percolation beneath
the surface, nitrate is a pollutant present in groundwater. Natural water contains organic nitrate sources, as well as industrial
and agricultural contaminants. The highest NO5 concentration was found at site 2 (4.8 mg/l). Site 1 came next (1.86 mg/1),
and site 4 had the lowest NO5 value (0.45 mg/1). The nitrate amounts in all water tests, according to WHO, are within per-
missible levels.

Chloride levels in water samples from sites 1 to 5 are 42 mg/1, 36 mg/l, 50 mg/1, 75 mg/1, and 45 mg/1, respectively. Accord-
ing to the WHO, the chloride concentration in all water tests is within the permissible range. A high concentration of chlorine
in groundwater makes it hazardous to human health (Pius ef al. 2012; Sadat-Noori et al. 2014). The greatest TH value
(300 mg/1) was found at site 1. Site 4 was next (280 mg/l), and site 3 had a TH value of 235 mg/1. All of the water
samples have overall hardness levels that are below the WHO’s tolerable limit. The main sources of alkalinity in natural
water are hydrogen sulphide, carbonate, and bicarbonate. In and of itself, alkalinity is not harmful to people. Total
alkalinity values at sites 1 through 5 were 717 mg/1, 790 mg/1, 900 mg/1, 710 mg/1, and 520 mg/l, respectively. The
TA levels in water samples from sites 1 to 4 were higher, whereas readings from site 5 were below the WHO’s author-
ized range.

Greater salt levels have been associated with cardiovascular disease and pregnancy-related toxaemia in women, according
to the National Academy of Science. The maximum concentration of Na (520 mg/l) is found at site 3. The following two
locations are site 1 (488 mg/1) and site 2 (380 mg/l). Site 5 has the lowest Na concentration (128 mg/1). Water samples
from sites 4 to 5 were confirmed to be within the WHQO’s permitted range. According to WHO guidelines, water samples
from sites 1 to 3 had higher salt levels. The high concentration of Na indicates weathering of rock-forming minerals and dis-
solution of soil salts present therein due to evaporation (Stallard & Edmond 1983). The high Na concentration in
groundwater may be related to the mechanism of cation exchange (Kim & Yun 2005). Table 3 shows the mean, standard devi-
ation, and coefficient of variation for the water samples that were chosen.

3.2. Principal component analysis (PCA)

In a preliminary assessment prior to doing the precept evaluation, a Pearson correlation matrix was used to ensure the
relationship between physicochemical metrics. Table 4 shows the Pearson correlation matrix. The correlations between
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Table 3 | Statistics of water quality parameters of groundwater samples

Parameters Mean sD CV (%)
pH 7.52 0.07 0.89

EC 125 0.22 17.75
Cu 0.36 0.29 79.46
Cr 0.10 0.07 66.63
SO, 36.00 18.15 50.40
Fe 0.52 0.22 41.37
NOs3 1.69 1.64 96.78
Cl 49.60 13.49 27.19
TH 263.00 24.42 9.28

TA 727.40 124.21 17.08
Na 329.20 169.93 51.62

Table 4 | Pearson correlation coefficients of physicochemical parameters under study

pH EC Cu Ccr SO, Fe NO; cl TH TA Na
pH 1.0
EC 0.40 1.0
Cu 0.09 0.04 1.0
Cr —0.11 0.33 0.08 1.0
SO, 0.05 ~0.07 ~0.35 ~0.80 1.0
Fe ~0.75 ~0.29 —0.44 0.22 ~0.28 1.0
NOs 0.59 0.61 0.50 0.58 —0.48 —0.61 1.0
cl 0.27 -0.29 0.67 —0.48 ~0.06 ~0.33 0.02 1.0
TH —0.27 0.26 ~0.03 ~0.57 0.68 0.01 —0.40 0.01 1.0
TA 0.11 0.87 0.07 0.23 0.17 ~0.32 0.46 —0.42 0.50 1.0
Na 0.68 0.21 ~0.45 0.11 ~0.19 ~0.05 0.21 ~0.06 ~0.50 -0.21 1.0

Note: bold values show strong correlations of more than 0.60.

the physicochemical parameters under investigation revealed that EC has a strong (0.87) association with total alkalinity,
while pH has a moderate (0.6) correlation with Na, EC with NOj, Cu with chloride, and TH with SO,. Grouping the
traits into components and giving any physical significance is difficult at this time. As a result, in the next stage, the main
component analysis is used. The correlation matrix is subjected to principal component analysis.

Table 5 summarizes the loadings, eigenvalues, and variance of each factor, as well as the overall cumulative variance of the
variables. A factor with an eigenvalue greater than 1 was taken into account for this study. Using the Kaiser criterion, four
distinct varimax factors (VF) were discovered, accounting for 94.62 percent of the entire variation in water quality.

The first VF, best represented by chromium, accounted for 31.39 percent of the total variance (Cr). VF2 was responsible for
24.38 percent of the total variance and had a significant impact on EC and TA. VF3 had a positive loading on pH and Na, and
it accounted for 21.60 percent of the variance. VF4 had a significant loading on Cu and Cl, and explained 17.25 percent of the
overall variance.

3.3. Derivation of the water quality index

As a starting point, we only include the first four principal components because they explain 94.62 percent of the total var-
iance. Cr, TA, pH and Cu are selected from PC1 through PC4. Afterwards, the eigenvalues associated with each PC axis are
ranked according to their importance in terms of the amount of variation they explain (i.e. PC1¥31.39; PC2%24.38;
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Table 5 | Varimax-rotated component matrix

Component

Parameter VF1 VF2 VF3 VF4
pH —0.04 0.22 0.93 0.27
EC 0.08 0.91 0.22 —-0.05
Cu 0.23 0.10 -0.19 0.94
Cr 0.91 0.32 —0.09 -0.19
SO, —-0.90 0.07 0.03 -0.12
Fe 0.23 —0.38 -0.53 —0.61
NOs3 0.54 0.59 0.40 0.42
Cl —-0.16 -0.41 0.13 0.81
TH -0.77 0.37 —0.43 0.00
TA -0.11 0.98 —-0.10 —0.02
Na 0.20 —0.11 0.86 —0.35
Eigenvalues 3.45 2.68 2.37 1.89
Percentage of variance by component 31.39 24.38 21.60 17.25
Cumulative percentage of variance 31.39 55.77 77.37 94.62

Note: bold values show strong correlations of more than 0.90.

PC3%*21.60; PC4*17.25), as shown in Table 5. Cr receives the most weight, whereas Cu receives the least weight (order of
importance) (fourth order of importance) (Table 6).

WQI =" (Cr = wey) + (TA * wra) + (pH * wpn) + (Cu = wey) (3)

where Cr, TA, pH, Cu = water quality parameters. W¢,, W4, Wy, W, = weightage of the corresponding parameter.

3.4. Water quality index

Water samples from each of the five sites were tested. The Water Quality Index (WQI) was developed for each site based on a
large number of linked water quality factors. A WQI was developed based on the four water quality criteria (parameters). The
classification of groundwater quality in relation to WQI is shown in Table 7. According to the findings, sites 1, 3, and 4 are
plagued by water quality issues and are not appropriate for consumption. Site 2 is in poor drinking condition, while site 5 is in
great drinking condition (Table 8). WQI values range from 17.90 to 176.887. It was discovered that groundwater in the
majority of the research area is unfit for drinking due to excessive electrical conductivity, Na, and total alkalinity values
exceeding the WHO permitted limit (2012).

Most respondents at the sample sites used shallow tube wells to obtain drinking water due to lower installation costs. Water
from shallow tube wells has been shown to contain high quantities of iron and arsenic in some regions. As reported by Prusty
& Farooq (2020) in coastal districts, water from both shallow and deep tube wells was salty. According to Yisa & Jimoh
(2010), greater levels of iron and manganese are related to poor water quality. These characteristics are typical of unplanned

Table 6 | Order of importance of water quality parameters

Parameter Rotated factor Square rotated % covariance Importance (%) Order Weightage
Cr 0.91 0.83 31.39 26.05 1 1.20
TA 0.98 0.96 24.38 23.40 2 1.06
pH 0.93 0.86 21.60 18.58 3 0.94
Cu 0.94 0.88 17.25 15.18 4 0.80
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Table 7 | Classification of groundwater quality according to WQI range

Akter et al. (2016) Chaurasia et al. (2018)

WQI Range Type of water WQI Range Type of water

<35 Excellent <50 Excellent

35-45 Good 50-100 Good water

45-55 Moderate 101-200 Poor water

55-65 Poor 201-300 Very poor

65-75 Very poor >300 Not suitable for drinking water
>75 Not suitable for drinking water

Table 8 | Computed water quality index values for sample sites

Location waql Akter et al. (2016) Chaurasia et al. (2018)
Site 1 106.9914 Not suitable for drinking water Poor water

Site 2 52.12459 Moderate Good water

Site 3 176.887 Not suitable for drinking water Poor water

Site 4 161.2565 Not suitable for drinking water Poor water

Site 5 17.9065 Excellent Excellent

garbage dumping, agricultural run-off containing pesticides or fertilisers, and other environmentally detrimental activities that
pollute surface water (Chapman 1996).

There were some limitations to the study. The data for this study was obtained during the premonsoon season (February). It
would have been preferable to collect samples throughout the year, taking into account seasonality and well depth. We were
unable to collect information on other WHO-recommended chemical parameters since they were outside of our area of work.
Other WHO-recommended chemical parameters may be measured in the future.

4. CONCLUSIONS

This paper has highlighted an evaluation of groundwater quality for drinking purposes using water quality index studies in the
study region. In this study, a statistical technique (PCA) was used to evaluate variations in groundwater quality. PCA analysis
grouped 11 water quality parameters into four factors (Cr, TA, pH, and Cu) of similar water quality characteristics. Based on
the obtained information, it is possible to design a future, optimal WQI, which could reduce the number of parameter esti-
mations and associated costs. Principal component analysis helped us figure out what caused the water quality to change.

The WQI values range from 17.90 to 176.887. The high value of WQI at these sites has been found to be mainly from the
higher values of EC, Na and total alkalinity (TA) in the groundwater. Water samples from sites 1, 2 and 3 are highly polluted
in terms of Na, EC and TA while other elements are within permissible levels.

The water quality evaluation reveals that the groundwater in sites 1, 3, and 4 is unfit for drinking or has poor water quality,
and the pollution load is rather significant in comparison with site 2. The groundwater quality in site 5 is suitable for drinking.
According to the research, water quality monitoring and management should be prioritised in order to safeguard the ground-
water resource from contamination and provide technologies to make groundwater suitable for residential and drinking uses.
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1 | INTRODUCTION

Yatish R. Parauha?

| Sanjay J. Dhoble? |

Abstract

The present communication is strongly focused on the investigation of synthesis,
structural and luminescence properties of cerium (Ce®*)- and europium (Eu")-
activated Zn4Al,,03, phosphors. Ce®*- and Eu®*-doped Zn4Al,,03, novel phos-
phors were prepared using a solution combustion synthesis route. Structural proper-
ties were studied using powder X-ray diffraction and high-resolution transverse
electron microscopy. The optical properties were studied using ultraviolet-visible
light spectroscopy and Fourier transform infrared spectroscopy; luminescence prop-
erties were studied using a photoluminescence (PL) technique. The crystal structure
of the prepared Zn4Al,,037 host and Ce®*- and Eu®*-activated Zn4Al,,037 phos-
phors was investigated and was found to have a hexagonal structure. The measured
PL emission spectrum of the Ce®*-doped ZnAl,,037 phosphor showed an intense
and broad emission band centred at 421 nm under a 298 nm excitation wavelength.
By contrast, the Eu*-doped Zn,Al,,03, phosphor exhibited two strong and intense
emission bands at approximately 594 nm (orange) and 614 nm (red), which were
monitored under 395 nm excitation. The Commission Internationale de I’Eclairage
(CIE) colour coordinates of the Ce®>-doped Zn4Al,,O37 were investigated and found
to be x = 0.1567, y = 0.0637 (blue) at 421 nm and for Eu®*-doped Zn,Al,,05, were
x = 0.6018, y = 0.3976 (orange) at 594 nm and x = 0.6779, y = 0.3219 (red) at
614 nm emission. The luminescence behaviour of the synthesized phosphors

suggested that these phosphors may be used in lighting applications.

KEYWORDS
FT-IR, HR-TEM, nanophosphor, PL, UV, XRD

lamps, cathode-ray tubes, light-emitting diodes (LEDs) for the lighting
industry, field-emission displays, and X-ray imaging.[l‘é’] Ce*- and

Rare earth element-activated phosphors have been used on a large
scale in different fields in light emission industries due to their specific
characteristics of emission in the visible and near-visible light regions.
These rare earths have been widely used as activators in different sys-
tems due to their high fluorescence efficiency in which the size of
their particles is reduced to the nanoscale level. The different applica-

tions of rare earth activated materials are for example fluorescence

Eu®*-activated luminescence materials have attracted the attention of
the researchers due to their high lumen output and characteristic
emission properties in the visible and near-visible light regions. These
Ce®**- and Eu®'-activated luminescence materials have attracted
much interest due to their expected luminescence properties. Differ-
ent types of activator-based luminescence materials such as alumi-

nates, chlorides, nitrides, silicates, borates, phosphates, oxy-nitrides,

500 | © 2022 John Wiley & Sons Ltd.
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etc. have been prepared and applied in the field of luminescence!”:®!

Among these, aluminates have demonstrated more advantages such
as high luminous efficiency, excellent durability, and low cost, and
good physical and chemical stability.[9'11]

Ce®*-doped materials have attracted more interest because their
spin and parity allow optical 4f—5d transitions, which have fast
radiative lifetimes of ~10-50 nsec,'® which is desirable for applica-
tion in scintillators, LEDs, and field-emission displays. Recently, signifi-
cant efforts have been made by several research groups on the
synthesis and study of various Ce®"-doped fluoride and oxide
materials.*214 The first white LED was commercialized by the Nichia
Company,!* in which a blue LED was coated with the yellowish
phosphor YAG:Ce. The Ce®"-doped CaAl;,049, CaAl,05, SrAl,O5,
and SrAl;,0,9 samples demonstrated a promising broad emission
band that was centred at 355, 320, 330, and 317 nm, respectively.
These host crystal structures had great influence on the prominent
emission peaks of aluminate-based phosphors.[15] The photo-
luminescence (PL) emission spectra of the LiAlsOg and NaAl;1047
phosphors were studied by Nikhare et al.l*®! and strong Ce®* emission
was observed at ~310 nm for the excitation at a wavelength of
254 nm due to the 5d—4f transition.

The emission of Eu*-doped phosphors revealed maximum inten-
sities at 580 nm (j = 0), 592 nm (j = 1), 618 nm (j = 2), 650 nm (j = 3),
and 690 nm (j = 4) because of the transition from minimum excited
state of °Dy to different F; (=0 to 4). Ideally, weak emissions
corresponding to the transition of j=1, 4, and 5 are observed,
whereas red emission at 613 nm and orange emission at 592 nm are
seen as dominant. These transitions were strongly influenced by the
symmetry acquired by the Eu®* ion and the nature of its surrounding
area!”"%! The red emission at ~614 nm was attributed to the
5Do—"F,, transition corresponding to the electric dipole transition and
orange emission at ~591 nm that belonged to the >Dy—’F transition
corresponding to a magnetic dipole transition.??! Kim?¥ noted that
the transition for *Do—’F4 levels at 590 nm was attributed to the
Eu®* ion acquired at the symmetrical sites in the crystal, there was
also another low intensity peak observed at 610 nm due to Eu®* ions
that acquired low symmetry sites in the crystal. Other emission peaks
located at 654 nm and 701 nm were attributed to the transitions from
5Do—’F3 and “F4 levels, respectively.

As far as rare earth ion-doped zinc aluminates are concerned, a
lack of study was observed in systems other than the ZnAl,O,4 system.
ZnAl,O4 has been widely studied and its structural, optical, and elec-
tronic  properties have been investigated by several
researchers.” 1122231 Several investigations have been devoted to
incorporating rare earth elements and transition metal ions into the
ZnAl,O4 system.[24‘27] Different trivalent rare earth ions such as
Dy®*, Tb3*, and Eu®* have been incorporated into ZnAl,O, for dis-
play applications.25282%) As a result, ultraviolet (UV) photoelectronic

devices can be made with ZnAl,O, %Y Kumar et al.l??

investigated
a Sm®*-activated ZnAl,O, phosphor preparation for characterization
and photoluminescence. The luminous and X-ray photoelectron char-
acteristics of ZnAl,0,:Ce®* Tb®* phosphor were investigated by

Tshabalala et al.l*%

The Journal of Biological and Chemical Luminescence

No attempt, so far, seems to have been made to study other sys-
tems in zinc aluminates. The aim of this investigation was to prepare
and study the structural and luminescence properties of Ce®*- and
Eu®*-activated Zn4Al,,037 phosphors. The samples were prepared
using solution combustion synthesis and urea was used as a fuel
agent to enhance the combustion. These samples were characterized
using X-ray diffraction (XRD), high-resolution transverse electron
(HR-TEM) microscopy, UV-visible (UV-vis) light spectroscopy, Fou-

rier transform infrared (FT-IR) spectroscopy and photoluminescence

(PL) techniques.
2 | EXPERIMENTAL
21 | Sample preparation

Combustion synthesis is one of the easiest, simplest, and large-scale
applicable methods for the synthesis of the crystalline and nanostruc-
tured materials. Ce®"- and Eu®*-doped Zn,Al,,03, phosphors were
prepared by solution combustion using high purity analytical reagent
(AR) grade compounds (ZnNO3),.6H,0, AI(NO3)3.9H,0, (NH4),NO3,
Ce(NO3)3.9H,0, Eu,03 and nitric acid as initial raw materials and urea
was used as the fuel agent to enhance combustion. All precursors
were weighed precisely at a stoichiometric ratio and dissolved in
20 ml distilled water. The solution was stirred for 30 min using a mag-
netic stirrer to acquire a homogeneous solution. Next, it was placed in
a muffle furnace that was maintained at 500°C temperature. The solu-
tion was boiled to evolve the gases and created combustion within
5-8 min. By the end of combustion foamy powder samples were
formed. The temperature of the solution reached almost 1400°C dur-
ing combustion and, due to this, nanocrystalline samples were
obtained. The prepared powder samples were characterized to inves-

tigate the different properties.

2.2 | Characterization

A phase and structural study of ZnAl;,049 was carried out using XRD
(Bruker D8 Advance) with Cu K, irradiation (A = 1.5406 A) and oper-
ating at 40 kV, 30 mA over the 260 range 10-80°. A topography and
morphology study of Zn,Al,,O37 was carried out using HR-TEM (FEI
Titan 80-300 TEM). The optical properties (band gaps) were mea-
sured using UV-vis spectrophotometry (Shimadzu, Japan) and the
luminescence properties are studied using a PL spectrophotometer

(Perkin Elmer).

3 | RESULTS AND DISCUSSION

3.1 | X-ray diffraction analysis

The structural properties of the prepared samples were estimated

using an XRD technique. Figure 1 shows the powder XRD patterns of
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(a) host ZnsAl,,057, (b) 0.8 m% Ce®*-activated ZnsAly,03,, and
(c) 0.8 m% Eu®*-activated ZnsAly,03, phosphor taken at a 0.05°/s
scanning rate in the range 20-80°.

The determination of lattice parameters is a very time-consuming
task and sometimes it is easy to match hkl values with the sin®6.
While indexing the 20 values, some peaks of less intensity might be
omitted, then the actual indexing may affect the hkl values (Miller
indices). Therefore, for hexagonal structures, the analytical method
is used to calculate the lattice parameters. Using Bragg's diffraction
condition and the interplanar distance, we could obtain the equation

for sin20 as:

|2

(A%

1)

22 |4
s 20 42 2
sin 974—a2 {3(h +hk+1 )+

where sin?0 values can be calculated using the lattice parameters
a, ¢, and the hkl values. For given structure the lattice parameters
a and ¢ are constants, then the sin?0 values depend upon h, k,
and |. The above Equation (1) was converted into simplified

form as:

FIGURE 1 X-ray powder diffraction
patterns of pure ZnsAl,,037, Ce3*-
activated Zn,Al,,037 and Eu®*-activated
Zn4Al»,035 phosphors and standard
JCPDS file for ZnsAl,,035

sin?0 = A(h? + hk-+k?) + CP 2)

where A :%, C:% and hkl are integers. The values of h? + hk + k?
were obtained by choosing | =0 and then A was calculated. The value
C was calculated from the equation h? + hk +k? =0 and choosing the
values of I =0, 1, 2, 3, 4, etc. The constant C was calculated using the

following equation:

P = sin29—A<h2 +hk+ kz) (3)

The values of the lattice parameters a and ¢ were estimated using
A and C (constants) and other Miller indices were estimated using
Equation (1). The Miller indices corresponding to high intensity peaks
are listed in Table 1. The lattice parameters were calculated and these
were a = 5.6790, c = 13.7100, o = 90°, p = 90° and y = 120°. Also
structure calculations were carried out using Endeavour software and
estimated atomic positions of the prepared Zn,Al,,O37 are given in
Table 2.
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TABLE 1 Crystallite size calculation

of ZnaAl;Osy Sr. no. 20(°)

1 12.5
2 18.8
3 253
4 26.2
5 28.2
6 314
7 32.1
8 32.6
9 34.19
10 37.1
11 38.8
12 41.1
13 428
14 45.2
15 49.4
16 52.8
17 54.5
18 56.2
19 57.3
20 59.9
21 65.9
22 68
23 75
24 78.3

The prominent diffracted intensity peaks with hkl values are
shown in Figure 1. High intensity peaks were observed for the pre-
pared samples, which denoted the highly crystalline nature of the
samples. The XRD pattern peaks of the synthesized samples were well
matched with the standard Joint Committee on Powder Diffraction
Standards (JCPDS) file no. 23-1491 of Zn4Al,,037, as shown in
Figure 1. In the diffraction patterns, no impurity peak was observed,
which indicated that the dopants Ce®* and Eu®* were well incorpo-
rated in the host Zn4Al»,5,035.

The crystallite size (D) was calculated using Debye-Scherer for-

mula given below:

09
" pcoso

(4)

where, D is the crystallite size, 0.9 is the particle shape factor, A is the
wavelength of incident X-rays, f is the full width at half maximum
(FWHM) of the hkl reflection and 0 is the Bragg diffraction angle of
the hkl reflection. The crystallite size for each hkl reflection was calcu-
lated and was observed in the 6.6-26 nm range, as shown in Table 2.
The average crystallite size of pure Zn4Al,,03; was determined to be
17 nm.

Atomic visualization is done by using Vesta software and it is

shown in Figure 3. The hexagonal structure (space group P-6) was

The Journal of Biological and Chemical Luminescence

d(A) FWHM Crystallite size (nm) Miller indices (hkI)
7.0754 0.3028 26.08 002
47162 0.3873 20.23 010
3.5173 0.4054 19.12 400
3.3985 0.342 22.62 013
3.1618 0.6622 11.63 110
2.8465 0.5123 14.92 014
2.7860 0.6206 12.30 111
2.7420 0.3472 21.96 005
2.6201 0.3943 19.47 112
24212 0.5199 14.48 113
2.3189 0.294 25.48 022
2.1943 0.3419 21.75 114
2.1110 0.3517 21.03 106
2.0043 0.3905 18.78 115
1.8433 0.3704 19.48 121
1.7323 0.4323 16.46 008
1.6822 0.3661 19.29 213
1.6353 0.5607 12.49 124
1.6065 0.5187 13.44 117
1.5428 0.6124 11.24 009
14161 0.6746 9.88 208
1.3774 0.2667 24.69 222
1.2653 0.6074 10.37 314
1.2200 0.9348 6.59 400

characterized as having close-packed arrays of oxygen atoms with
polyhedral sites occupied by heterovalent cations. The different
atomic structures of Zn4Al,,037 unit cell are shown in Figure 3. The
structure is of type A4B,,C37 and its atomic positions are presented in
Table 2.

The coordination diagram with the ball-and-stick model is
shown in Figure 2(a), which denotes that the Zn and Al atoms were
coordinated by the oxygen atoms. These Zn and Al atoms occupied
the central positions of the different polyhedral geometries, as shown
in Figure 2(b). In this unit cell, the Zn atom had an ionic radius of
0.60 A and its maximum coordinated number was observed to be
6. The Al atom hadan ionic radius of 0.54 A and its coordinated eight
oxygen atoms had ionic radii of 1.02 A. The different lattice planes
are shown in Figure 2(c-f) and this animation was created using Vesta

software.

3.2 | High-resolution transmission electron
spectroscopy analysis

HR-TEM technique is a very powerful tool to study of morphology,
surface topography, crystal structure, and chemical composition of
materials. The high energetic electron beam is diffracted through

the sample and carries the structural and morphological information
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Atomic positions

TABLE 2 Atomic parameters of

Sr.no. Atom Oxidation state Woyckoff positions X

1 Znl 2 2i 0.6666
2 Zn2 2 1d 0.3333
3 All 3 3j 0.0796
4 Al2 3 6L 0.6632
5 AI3 3 6L 0.4106
6 Al4 3 2g 0

7 Al5 3 2h 0.3333
8 o1 -2 2i 0.6666
9 02 -2 6L 0.0155
10 o3 -2 6L 0.1280
11 o4 -2 6L 0.2375
12 05 -2 3j 0.3986
13 06 -2 6L 0.244
14 o7 -2 3k 0.4011
15 08 -2 2i 0.6666
16 Zn3 2 1b 0

17 Alé 3 2g 0

18 Al7 3 le 0.6666
19 09 -2 2h 0.3333
20 010 -2 la 0

of the sample. The transmitted and diffracted beams are captured
and diffraction pattern images for the prepared ZnjAl,,O3; are
shown in Figure 3(a). The bright spots of atoms in concentric circles
are clearly seen in the pattern. The interplanar distances for each
ring were calculated in real space and these were observed to be
consistent with the interplanar distance obtained using the XRD
technique. The particle size was calculated using the HR-TEM
image, as shown in Figure 3(b). The particle size was calculated
using ImageJ software and was found to be a 20 nm average in size.
Figure 3(c) shows the graph of the particle size calculation histo-
gram. The surface topography images were captured at different
areas, as shown in Figure 4. The d spacings between the crystallo-
graphic planes were estimated at different regions of the image in
Figure 4(a) and corresponding hkl planes are shown in Figure 4(b-f).
The lattice fringe width or d-spacing was calculated using Image)
software. The scale of the image was calibrated using the straight
line tool. The different regions were selected using the rectangle
tool and the image was cropped. Then, the fast Fourier transform
(FFT) process was carried out to find the position of the brightest
point in the inverse lattice. The inverse FFT value was taken and
then, by adjusting the threshold, the lattice fringes appeared in the
image. These fringes from the different regions are shown in
Figure 4(b-f). The lattice spacing was calculated using the plot pro-
file. In the plot profile, by counting the number of peaks in a certain
length, the lattice spacing is calculated.

Zn4Al55037
y z
0.3333 0.42179
0.6666 0.5000
0.6166 0
0.0041 0.3249
0.0369 0.1391
0 0.26991
0.6666 0.2248
0.3333 0.1409
05195 0.2362
0.2786 0.3917
0.0891 0.2076
0.0854 0
0.4001 0.0947
0.00982 05
0.3333 0.3160
0 0.5
0 0.1039
0.3333 0
0.6666 0.3261
0 0
3.3 | Ultraviolet-visible spectroscopy analysis

In most optical characterization techniques, the samples are
bombarded with different types of radiation to study the different
characteristics of the samples. UV-vis spectroscopy characterization
is one of these techniques. In UV-vis spectroscopy the material is
irradiated with UV-vis photons and emerging radiation is collected
and data are constructed. Figure 5 demonstrates the UV-vis absor-
bance spectra of the Ce®*- and Eu®*-activated Zn,Al,,037 and host
Zn4Aly,03,. The band gap was modified by doping with Ce®* and
Eu®" into Zn4Al,,037. A blue shift occurred in the absorbance edge
due to doping with Ce®* and Eu®* into the ZnsAl,,03; system.
From the UV-vis absorbance spectra, it is seen that the band gap
energy of the host Zn,Al,,05, decreased following Ce®* doping in
it. Incorporation of Ce®" and Eu®" ions into the ZnsAl,,O37 host
created the discrete energy levels of Ce®* and Eu®* in the energy
band gap of the host ZnsAl,,O3,. When the Ce®- and Eu®* ion-
doped Zn4Al;,037 phosphor was excited by UV-vis irradiation, then
less energy was required for the excitation of the valence band
electrons because of the decrease in the separation between the
highest occupied and lowest unoccupied levels. The absorbance
spectra consisted of an absorption band near 200 nm observed in
both doped and undoped phosphor and related to the host material
due to the characteristic transitions from metal-oxygen (Zn-O or

Al-O) bands. A broad band was observed at 298 nm due to the
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FIGURE 2 (a) Coordination
ball-and-stick model of the
ZI’]4A|22037 unit cell.

(b) Polyhedral model of the
Zn4Al,037 unit cell. (c-f)
Different lattice planes (hkl) of
the Zn4Al,,037 unit cell

Ce-0 band and a small shoulder peak was observed at 374 nm due
to the Eu-O band.

Using the absorbance spectra, band gaps were calculated for pure
and Ce®*"- and Eu®*-activated Zn,Al,,037 based on Kubelka-Munk
theory.®# To determine an optical energy gap, the Tauc plot approach
was used. The Tauc equation was used to determine the optical band

gap as given below:

_ C(hv—Ey)"
oszg (5)

where, a is the absorption coefficient, h is Plank's constant, v is pho-
ton frequency, C is a constant, and Eg is the optical energy gap.[35] In
the Tauc equation, the power n is a constant related to different types
of electronic transitions (n = 1/2, 2, 3/2, or 3 for directly allowed,
indirectly allowed, directly forbidden, and indirectly forbidden transi-
tions, respectively). The curves in Figure 6 exhibited nonlinear and lin-
ear parts that denoted the characteristics of the directly allowed
transitions. Therefore, in the Tauc equation the value of n was chosen

as %, then Equation (5) becomes:

The Journal of Biological and Chemical Luminescence

(ahv)? = A(hv —E) (6)

The optical band gaps were calculated by plotting an («hv)? versus
hv graph, the values of Eg were obtained by extrapolating the linearly
fitted curves to (ahv)? = 0. The optical band gap energies of pure
ZnsAlp,057,  Ce®F-activated  ZnsAlp,O37, and  Eu®*-activated
Zn4Alx,03, were calculated and these were 4.13 eV, 3.33 eV, and
3.82 eV, respectively.

3.4 | Fourier transform infrared analysis

FT-IR spectroscopy was used to study molecular bonding and the
strength of organic materials as well as inorganic materials. This tech-
nigue measures the absorption/transmission of infrared radiation
from a material by varying the wavenumber. FT-IR absorption bands
identify molecular compositions and the structures of the samples.
The molecules in the material absorb the incident infrared radiation

and vibrate with a characteristic energy. This energy corresponds to
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FIGURE 3 (a) Electron diffraction pattern for Zn,Al,,Q37 using high-resolution transmission electron microscopy (HR-TEM). (b) HR-TEM

image of Zn4Al,,035. (c) Particle size calculation histogram

FIGURE 4 (a-f) Lattice planes of Zn4Al,»,035

the molecular structure of the material. In this technique, data are rep-
resented in terms of the intensity versus the wavenumber (cm™Y). The
intensity is expressed in terms of the percentage of light absorbance

or transmittance of each wavenumber.

Figure 7 shows the FT-IR spectra of (a) ZnsAly,037, (b) Ce®*-
activated Zn,Al,035, and (c) Eu*-activated Zn,Al,,055. The absorp-
tion bands in the range 500-850 cm™* correspond to the bending and
stretching vibrations of the O—M—0O and M—O bonds (where M = Zn,
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Al, Ce, and Eu).®®! The absorption bands between 500 and 1000 cm~!
are related to the stretching and bending vibrations of the AI-O
bonds.®”~3% The AI®* ions located at octahedral sites of AlO4 and tet-
rahedral AlO, denote the bending modes in the range 750-850 cm™ ™.
Zn?" jons located at the centre of the ZnO, tetrahedral sites created
the vibrations in between 500-750 cm~ %% The absorption bands in
between 500-750 cm™? denoted the stretching and bending modes
of the AI=O bonds in the octahedral coordination state.®® The modes
of stretching at 590 cm™* were observed mainly due to the vibrations
of three valence bonds with oxygen with octahedral locations.[4142]
The modes of stretching vibrations at 644 cm~! were denoted the

divalent ion bonded with oxygen atoms in the tetrahedral

FIGURE 5 Ultraviolet-visible light absorbance spectra of the
Zn4Aly,037 host, Ce®*-activated ZnAly,035, and Eu®*-activated
Zn4Aly;037

FIGURE 6 Optical band gap energies of
the Zn4Al,,03 host, Ce®*-activated
Zn,4Aly,037 and Eu®*-activated ZnyAly,035
using a Tauc plot

The Journal of Biological and Chemical Luminescence

1and

locations.[**4?] Stretching modes that corresponded to 590 cm™
644 cm ™ were attributed to the T, modes and the vibrations at
420 nm were attributed to the E, modes.® The modes of vibrations
at the shoulder peak at 806 cm~* occurred due to the A—O bonds in

the tetrahedral locations.#243

3.5 | Photoluminescence properties

3.51 | Luminescence of Ce3>-activated Zn,Aly,037
Ce®* activators in the solid matrix exhibit the concentration-
dependent luminescence properties of the host material. After partic-
ular concentration of the Ce®* activators, quenching in the emission
properties was carried out in the form of lattice vibrations. The
quenching in the lumen output predicts that the Ce®* ions pair comes
closer to each other and dissipates the energy in terms of the phonons
in the lattice. Therefore, the doping concentration of ce®t in the
materials is one of the key factors to obtain the high light yield. To
study the concentration-dependent luminescence properties, we var-
ied the concentration of Ce®t at 1 mol%, 2 mol%, 5 mol%, 8 mol%,
and 10 mol% in the Zn4Al,,03; matrix.

Figure 8 demonstrates the excitation spectrum of the ce®*
(8 mol%)-activated Zn4Al,,O37 phosphor monitored under the
421 nm wavelength. The excitation spectrum denoted the broad band
excitation peak at the 298 nm wavelength that ranged from 225 nm
to 350 nm. The peak at 298 nm denoted the transition of 4f—5d in
the Ce®* ion. The PL emission characteristics of the Ce3*-activated
Zn4Alx,03, phosphor were studied by monitoring the excitation
wavelength at 298 nm (Figure 9). Ce®* ions in the Zn,Al,,037 matrix
showed broad band luminescence at 421 nm. The lowest sublevels of
5d could be further split into different components due to the spin-

orbit coupling. The Ce®* broad band luminescence in the ZnAl,,03-
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110 T T Y T FIGURE 7 Fourier transform infrared
spectra of (a) ZnsAl,,037 host, (b) 8 mol%
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strength and the surrounding nature of the chemical bonding. The
two doublet bands of the Ce®* ions appeared for the lower (1 and
2 mol%) doping concentration of the Ce®* ions in ZnsAl,,O37. The
doublet bands merged into one broad band emission at 421 nm. Fol-
lowing the increase in doping concentration, the first peak at 405 nm
shifted to 421 nm and for 8 mol% both peaks merged and resulted in
one broad peak at 421 nm. Photoluminescence emission represented
the increase in doping concentration of the Ce®* ions in ZnsAl,,03-,
increasing the intensity of emission up to 8 mol% doping concentra-
tion. Furthermore, it was observed that the emission intensity
decreased when the concentration of Ce®" ions was increased to
more than 8 mol% (Figure 10), which might be possibly due to the
concentration quenching (CQ) effect of luminescence. The CQ effect
was caused by an excess of rare earth ions (Ce3*). When the rare
earth ions came closer to each other the absorbed energy was not uti-
. o 3 lized in terms of emission, but was transferred from one rare earth ion
FIGURE 8 Photoluminescence excitation spectra of Ce>"-

activated Zn4Al,,037 monitored under 421 nm emission

phosphor was due to the transitions from the lowest level 5d to the
spin-orbit split of the 4f sublevels 2Fs,, and 2F7/2_[44'46] The emission

from the Ce®* centres was strongly influenced by the crystal field

to the next. Therefore the emission became increasingly weaker. As
the concentration of Ce®* ions was increased, the distance between
the Ce®* ions decreased, therefore the intensity of the emission
decreased.

Figure 11 denotes the Gaussian fitting curve of the Ce®*-

activated Zn4Al»»,037. The Gaussian fitting curve estimated two
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FIGURE 9 Photoluminescence emission
spectra of Ce®*-activated Zn,Al,,03, monitored
under 298 nm excitation

FIGURE 10 Variation in emission intensity with variation in the
Ce**ions

emission peaks at 405 nm (24 691 cm™ %) and 466 nm (22 471 cm™?)
that corresponded to the 5d states of the 2Fs,, and 2F5,, transitions
of the Ce®* ions, respectively. The energy level difference between

1 which was consistent

two fitted peaks was observed at 2219 cm™
with the 2000 cm™! theoretical value.*”) A Stokes shift (AS) was
observed at ~2580 cm™~! that was observed larger than that of the
other Ce®*-doped aluminates.*”? The Stokes shift increase was due
to the Ce®" ions that had been strongly attached to the surrounding
jons in the host.[*®]

The energy levels of the Ce®* ions are illustrated in the schematic
diagram in Figure 12(a). When the Ce®*-activated Zn,Al,,037 was

excited by the 298 nm, the Ce>* ions were excited to the 5d levels.

The Journal of Biological and Chemical Luminescence

These ions relaxed nonradiatively in the crystal and captured the low-
est 5d state. The excited ions returned to the 2Fs,, and 2F5,, sublevels
of the 4f state by emitting the broad band emission. The ions relaxed
to the 5d lower level from 5d higher levels using a multiphonon relax-

ation process.

3.52 | Eu®' luminescence in ZnsAly,03-
Eu®*-activated phosphors exhibited different narrow peaks with dif-
ferent wavelengths and were 590-596 nm, 614-620 nm, 656-
669 nm, and 689-701 nm, which corresponded to the 5Do—>7F1,
5Do—"F», °Do—’F3 and °Do—"F4 transitions, respectively. Eu®* lumi-
nescence is very sensitive to the crystal field and surrounding mole-
cules in the host. Figure 13 shows the PL excitation spectra of Eu®*-
activated Zn4Al,,037 that was monitored under 594 nm emission.
The maximum intensity peak was observed at 395 nm in the excita-
tion spectrum due to “Fo—°L, transition. To study the concentration
dependence of the luminescence, the concentrations of Eu®* doping
were varied and were 1 mol%, 2 mol%, 5 mol%, 8 mol% and 10 mol%
in the Zn4Al,,037 matrix.

The emission spectra of the Eu®*-activated Zn4Al,,037 phosphor
were monitored under the wavelength 395 nm, as shown in
Figure 14. The emission spectra of Eu®*-activated Zns_,Al,»,O37 had
two high intensity peaks at 594 nm and 614 nm. The peak at 594 nm
was attributed to the >Do—’F transition. The transition >Do—’F
denotes the Eu®* ions acquired by the low symmetry sites in the crys-
tal and corresponded to the magnetic dipole interactions.*?=5%! The
peak at 614 nm was assigned to the electronic transitions carried from
5Dy—"F, in the Eu®* ion. The transition °Do—’F, was strongly corre-

lated with the surrounding crystal field effect on the Eu®* jons.[85%!
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FIGURE 12

Figure 15 shows the variation in emission intensity corresponding to
different concentrations of Eu®' ions. The emission intensity
increased up to the 8 mol% concentration, at more than this concen-
tration the emission intensity decreased due to the CQ effect. There
was no shift of wavelength due to change in doping concentration,
but intensity variation only was observed. Therefore these phosphors
may be applicable for the orange/red emissions.

The energy levels of the Eu* ions are illustrated in Figure 12(b).
The Eu®* ions absorbed radiation when excited by 395 nm wave-

length radiation and is shown by the blue arrow in the energy level

Energy level diagrams of (a) Ce>* ions and (b) Eu®* ions

FIGURE 11 Gaussian fitting curve of
emission spectra of Ce®*-activated ZnsAly,03

diagram. After relaxation in 5d levels, there were two transitions at
wavelengths 594 nm and 614 nm. The transition at 594 nm was
attributed to the >Do—’F; change and the transition at 614 nm was
due to the °Dg—’F, change

3.6 | Colour coordinates

The colour coordinates (x, y) were determined using a radiant imaging

colour calculator program that refers to the 1931 Commission
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FIGURE 13 Photoluminescence excitation spectra of Eu®*-
activated Zn4Al,,037 monitored under 594 nm emission

FIGURE 14 Photoluminescence emission
spectra of Eu®*-activated Zn,Al,,03, monitored
under 395 nm excitation

Internationale de I’Eclairage (CIE) standard source [illuminants Cs

(0.3101, 0.3162)].5%°% The colour coordinates were estimated using

the following relationships:[56]

X= X - andz= z (7)
Xz Xy 2" XYz

Equation 7 denotes the three tristimulus values X, Y, and Z for a col-
our with spectral power distribution P(A) and these values could be

calculated using Equation 8:

The Journal of Bi ical and Chemical L

FIGURE 15 Variation in emission intensity with variation in the
Eu®" ions

k2 " A
X— J P(1)X(2) dAX = J P(4)X(4) dAandY — J PA)Y()AL  (8)
M M M

where A4 to A, is the wavelength range of the PL emission spectrum,
X(4), ¥(4), and Z(2) are three colour matching functions; and the wave-
length of equivalent monochromatic light is A. The estimated colour
coordinates of Ce®-activated Zn,Al,,03; for the 8 mol% concentra-
tion were x=0.1567, y =0.0637 (blue) at 420 nm emission, as shown
in Figure 16 by point A. The corresponding tristimulus coordinates of

Ce3*-activated ZnsAl,,037 were estimated also and these were
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X=6.66,Y=4.07 and Z=0.01. The estimated colour coordinates of
Eu®*-activated ZnsAl,,O3; for the 8 mol% concentration were
x=0.6018, y=0.3976 (orange) at 594 nm and x=0.6779, y=0.3219
(red) at 614 nm as shown in Figure 16 by points B and C respectively.
The corresponding tristimulus coordinates for Eu®*-activated
Zn4Al,,03, were X=7.38, Y=4.88, Z=0.01 (orange) and X=8.71,
Y =4.14,Z=0.00 (red).

4 | CONCLUSION

Ce®"- and Eu®T-activated Zn,Al,,03, phosphors were successfully
prepared using solution combustion synthesis and their structural,
morphological, and luminescence properties were investigated. XRD
showed the hexagonal structure of the prepared Zn,Al,,O37 host,
Ce®*-activated Zn,Aly,037 and Eu®t activated ZnsAlp,Osz7. HR-TEM
measurements showed the nanocrystalline nature of the particles.
Ce®*-activated ZnsAl,,03, phosphor produced blue emission at
421 nm (5d—4f) under the 298 nm excitation. Under 395 nm excita-
tion, the Eu®*-activated ZnsAl,,Os; phosphor produced showed
emission at 594 nm (°Dy—’F4) and 614 nm (°Dy—’F,). Luminescence
intensity increased with variation in doping concentration and the
0.8 mol% concentration was observed as the optimum concentration.
The colour coordinates of Ce3*- and Eu®*-activated Zn,Al,,035 con-
firmed that these phosphors may be useful for UV absorption and visi-

ble light emission lighting applications.

FIGURE 16 Colour coordinates of Ce3*-
activated Zn,Al,,037 and Eu®*-activated
Zn4Al2;037
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Abstract

Recently, the treatment of central nervous system (CNS) diseases is a major problem in
modern clinical world. Now, there are many drugs available that treat symptoms rather than the
disease, therefore, new drugs and new techniques of treatment are needed. In human,
cerebrospinal fluid (CSF) is easily accessible fluid that can be used to predict the drug
concentration in CNS target site. This process can be represented by mathematical model of drug
concentration equation with the help of integer order partial derivatives, but fractional order
modeled scribes the drug concentration at CNS target site more precisely. Therefore, the purpose
of this paper is to develop the fractional order Crank-Nicolson finite difference scheme to solve
the time fractional drug concentration equation, formulated with Caputo fractional derivative.
Also, we prove that the scheme is unconditionally stable and convergent. As an application of

2020 Mathematics Subject Classification: 26A33, 34A08, 97N40.

Keywords: Fractional Differential Equation, Caputo Derivative, Crank-Nicolson Finite
Difference Scheme, CNS, Python.

*Corresponding author; E-mail: uttamkharde@gmail.com

Received June 2, 2021; Accepted December 14, 2021


user
Highlight


408 U. KHARDE, K. TAKALE and S. GAIKWAD

this scheme, numerical solutions of fractional order drug concentration equation in the central
nervous system is examined to verify the stability and these solutions are simulated graphically
using Python.

1. Introduction

Fractional calculus is a newly developed branch of mathematics which
deals with the study of derivatives and integrations of arbitrary order. In
recent years, many areas of applied science and technology have used
fractional order approach to describe certain phenomena and processes.
Fractional order mathematical models describing the physical phenomena
are appears in many applications of sciences, such as the fractional diffusion
equation [24], fractional subdiffusion equation [31], fractional wave equation
[6, 24], fractional Boussinesq’s equation [28], fractional heat equation,
fractional viscoelastic theory [2], etc. The arbitrary order mathematical model
provides better physical analysis rather than integer order model, because it
provides results at any inter-mediate stage by considering all the inputs
starting from initial stage rather than only previous stage [12]. Many
dynamical models of physics, engineering, biomedical, fluid dynamics,
hydrology, etc. [4, 3, 7, 12, 15, 18, 19, 21] are modeled by fractional order
partial differential equations. Now a days, due to its tremendous applications
in various fields, a remarkable attention has been given to find its exact and
approximate solution. Due to non-local nature of fractional derivative, many
fractional differential equations do not have exact solutions. Therefore, to
solve the fractional differential equations, numerical techniques are more
demanding. To develop numerical methods for solving fractional differential
equations, which are accurate and timely efficient is the primary challenge to
researchers. We observed that the fractional derivatives in Caputo sense is
more feasible to analyze the physical problem and it allowed to deal with
integer-order initial and boundary conditions [7]. Finite difference method is
one of the more effective and commonly used method to solve fractional
differential equations. In the literature [9, 10, 11, 14, 17, 20, 23, 25, 26, 28],
finite difference method is successfully used to obtain the numerical solutions

of fractional differential equations.

Now a days, Pharmacokinetics is the branch of Pharmacology which
study the drug absorption, distribution, metabolism and excretion in human
body [13]. In Pharmacology, one of the significant challenge is the
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development of drugs targeting disease of the central nervous system (CNS).
Due to medical ethics, direct measurement of brain concentration 1is
restricted and due to presence of bloodbra in barrier (BBB), the prediction of
target site concentration of CNS drug is more complicated [32]. Many
researchers [9, 29, 30, 32] in pharmacology has developed a physiologically
based pharmacokinetics modeling describing a drug concentration in CNS.
The Advection-Diffusion equation describes the evolution of a concentration
profile due to diffusion and advection simultaneously [1]. A mathematical
modeling describing the drug concentration in CNS based on Advection-
Diffusion equation is studied in [5]. In this context, we study the fractional
order drug concentration equation in the central nervous system.
Furthermore, we develop the Crank-Nicolson fractional order finite difference
scheme for fractional order drug concentration equation and obtain its
approximate solution. There are many numerical techniques developed for
solving fractional differential equations using mathematical softwares [6, 10,
16]. We observed that, Python is a high level multi-purpose programming
language having large number of mathematical tools. Recently, Python is
used for teaching as well as research in various branches of applied
mathematics. Therefore, in this connection we develop Python programme to
obtain the numerical solution of the drug concentration equation by the

proposed scheme.

We organized the paper as follows: In section 2, we develop the fractional
order Crank-Nicolson finite difference scheme for time fractional drug
concentration equation. Section 3 is devoted for stability of the solution
obtained by the scheme. In section 4, convergence of the scheme is discussed
up to the length. In section 5, the approximate solution of the time fractional
drug concentration equation is computed and it is simulated graphically by
Python. We consider the time fractional drug concentration equation with

initial and boundary conditions as follows

o 2
0%c(x,t) o oc(x, t) . p? c(

xZ’t),O<0L31,OSxSL,OStST (1.1)

at” Ox ox
initial condition: ¢(x, 0)=0,0<x < L (1.2)
boundary conditions: ¢(0, ¢) = g(¢), % =0,t>0 (1.3)
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where c(x, ) is the drug concentration in CSF space at time ¢ and place x, v

is the flow velocity and D is the diffusion coefficient. We discretized time
fractional order derivative in the Caputo sense.

The Caputo derivative of order o is defined as follows [22, 23]

0%c(x, t)
at?

i
- r(11_ o) J-o (x -7 * _ac(gr’ 2 dr,0<a<1 (1.4)

where I'(-) is the gamma function defined as

[(a) = I: e *x%dx, (1.5)

2. Finite Difference Scheme

In this section, we develop the fractional order Crank-Nicolson finite
difference scheme for time fractional drug concentration equation (1.1)-(1.3).
For this, we define x; =iAx,i=0,1,2,3,..., M and ¢ = kAt

k=0,1,23,..., N, where Ax=% and At=%. Let  c(x;, t1,),

1=0123,..., M and £=0,1, 2,3, ..., N, be the exact solution of time

fractional drug concentration equation (1.2)-(1.3) at mesh point (x;, t;) and

let clk be the numerical approximation at point (x;, ¢,). The time fractional

drug concentration equation with initial and boundary conditions (1.1)-(1.3)
1s discretized by using the second order accurate central difference formula
for space derivative and finite difference formula for the time fractional

derivative for each interior grid point (iAx, kAt). At time level ¢ = t;,,1, the

Caputo time fractional derivative of order o is discretized as follows

6%] 1 J‘ tk+1 _q 0c(x;, 8)
a ra- v 0s
{at (x5 tpe1) t=a)fo

Jtl

k
1 tjv1 ol C c?
= mZJ =) C{LA—H +0(At) |ds
j=0""
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k Jj+l J
__ 1 G —9
T T - )4 i A HOw
]:

t; 1
[ 77 e - 9as
t

J

¢l

k ] +1 _ )
- T a)Z{ L % + O(At)

a L . a
o ,Zo I T ][+ 1) -

[(k D) (k=)
1-a)(ae)* !

7

(a7 Z[d“ T+ O(An)]b;

"T@-a)

“TE-

k .
(At) ™ );bj[ci]“ k- 1]+1“((A2t) ZbOAt)

where b; = (j+ 1) - "%, j=0,1,23, ..., k.

Since, kAt < T is finite, the above equation can be written as,

% _ (g™ [k _ck]+ (At) b. [ck J+_ k—j]+ O(A?).
( j(x the1) z

ot” 2-o
2.1
Furthermore, the space derivatives g—; is disretized as follows
(@j _ i —dly + O(Ax) (2.2)
(itp)  2A%
The space derivative Sxig 1s discretized by using second order central

difference scheme as follows
2 2
( % J _ Sl 4 5%k
2 2
0™ )(x, th1)
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2
(Sx_gj = 2A1x2 [l — 2+l 4 b 4 cf ) — 2cF + f ]+ O(Ax?) (2.3)
(s th41)

where §, is the central difference operator.

Now, using equations (2.1), (2.2) and (2.3) in equation (1.1), we obtain

1_((%15) a)[k+1 k4 At) )Zb [k ci—j]

- & k D k+1 R+l . k4l | R Rk
= m[cm - ¢]+ oA [cif1 =267 + 5T + ¢l — 267 + ¢l

k
This gives, [cf*! - clk]+Zb e

+ D%[clyr1 2k 4 kil + ek —ack + ¢k

A)°r2-o) . _ p@A)'r2-o)

By taking p =v OAx .

, we get

[eft - k] + Zb [kt — ] = ek - 4]

k+1 20k+1 k+1

+ [ +Chq +Cl 1~ 2C +CL+1]

—ref @+ 2r) e = e = (e ek + (= 20)eE 4 (- )ty

k
Zb] AL (2.4)
j=1

After simplification, for £ =0, 1, 2, 3, ..., N, we obtain
—ref i+ @ 2n) e = = ek - (-2 = byl + (- ek
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k .
- Z(bj — b))l + by (2.5)
=1
Now, put £ = 0 in equation (2.4), we get
—reft @+ 2r)d ey =)+ 1 =20) + (r -l (2.6)

Finally, the initial condition c¢(x, 0) = 0(0 < x < L) is approximated as

follows:
=0,i=123, .., M. 2.7)
Also, the boundary conditions ¢(0, t) = g(¢) and % =0(t >0) are
approximated as follows
c(0, t,) = g(ty) implies c§ = g(t;), k=0,1,2,3,..., N (2.8)
and
50((13; te) _ 0 implies C?W+12;;ﬁ4—1 _0
This gives,
hri=ck 1, k=0123, .., N. (2.9)

Thus, the complete discretized time fractional drug concentration
equation with initial and boundary condition is as follows

—rety + (@ +2r)e —rety = (r )y + (1 -2r) + (r = p)edq, for k=0

(2.10)
—ref i+ (U 2r)ef T = el = (et (- 20 = b))+ (- ey
k
+ ) (b = bja)el T 4 byef, for k=1 (2.11)
j=1
initial condition: ¢ = 0,i=1,2,3, ..., M (2.12)

boundary conditions: ¢§ = g(t,), chpay =cfy 1, £=0,1,23 ..., N (2.13)
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_ M)T@2-a)
pL=uv OAx ,r=D AL?

j=1,2,3..and £=0,1,2,3,...,N,i1=1,2,3,..., M.

(At)*T(2

where — a) ) b] = (] + 1)1—(1 - jl_a7

Therefore, the discretized fractional order Crank-Nicolson finite
difference scheme (2.10)-(2.13) can be expressed in matrix form as follows

ACt =B + 8%, for k=0 (2.14)
k-1 _
ACH! = FCF + Z(bj ~b;,1)C* T + 5,C0 + SF, for k21 (2.15)
j=1
initial condition: ¢ =0,i=1,2,3,..., M (2.16)

boundary conditions: ¢& = g(t,), chpoy =y 4, £=0,1,28 ..., N (2.17)
where C* = (cf, &, &, ..., &), S* = ((r + wg(ty) + rg(tpsy). 0, 0, ..., 0) is

a constant matrix,

1+ 2r -r
-r 1+2r -—r
A = -r 1+2r -r
-r 1+4+2r -r
—-2r  1+2r
1-2r r-p
r+u 1-2r r-p
B= r+p 1-2r r-p

r+u 1-2r r-up
2r 1-2r

and
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1-2r-f; r—p
r+p 1-2r-b; r—p

F= r+u 1-2r-8; r-p

r+p 1-2r-4; r—u
2r 1-2r-b;

3. Stability

In this section, we discuss the stability of solution of the fractional order
Crank-Nicolson finite difference scheme (2.10)-(2.13) developed for the time
fractional drug concentration equation (1.1)-(1.3) with initial and boundary

conditions.

Lemma 3.1. The eigenvalues of MxM tri-diagonal matrix

are given as

ST
Ag = a+2@cos(m} s=1,23 ... M

wherea, b and c are either real or complex numbers [25].

Lemma 3.2. If 1j(A), j=1,2,3,4,..., M —1 represent eigenvalues of a

matrix A, then following conditions are hold
@) *;(4)>1
G | A™ ly <1, where || - |, is the second norm of matrix.

Proof. By the Gerschgorin’s circle theorem [25], if A is a eigenvalue of a
square matrix [aij] then A is in at least one of the following disc
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M
|A-ayl< D ayl=1,23 .., M 3.1)
=1, I#j
Thus, each eigenvalue X of a square matrix [a;;] satisfy at least one of the

following inequality

M
BEDI (3.2)
=1
M
BEIEE Y (3.3)
i=1, i#j

Now, we use inequality (3.3) to prove the condition (i) for the matrix A as
[MA) [ 2|Q+2r)+(-r)|=1+r>1
| ho(A) [ 2 [ +2r) + (1) + ()| =1

| 5(A)[ 2 [ +2r)+ (=r) + (-r)| = 1

| Ap(A) | 2 [ (@ +2r) + (1) + (r)[ =1
Thus, [2;|>1,j=1,2,3,..., M.
To prove condition (ii), we have
Al, = (A)]
1A, 12}2’54' ri(A) |
Therefore, from condition (1), we get
I Ay = 1.
Hence,
-1
A ]y <1

This complete the proof. o

Lemma 3.3. The discretized fractional order Crank-Nicolson finite
difference scheme with initial and boundary conditions (2.10)-(2.13) is
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solvable for each time step unconditionally.

Proof. To prove the solvability of equations (2.10) and (2.12), it is enough
to prove that matrix A is invertible [8, 27]. We observed that, the first and
last row of matrix A is diagonally dominant. For other rows, the diagonal
element is 1+ 2r and the sum of the absolute values of the non-diagonal
element in the same row 1is,

) +] ()| = 2r.

Hence, for each row, we have 1+ 2r > 2r. Thus, matrix A is strictly
diagonally dominant. Hence, matrix A is invertible. This shows that the
solvability of the finite difference scheme. o

Lemma 3.4. If A ,(B) and L4(F) represents the eigenvalues of B and F

respectively, then following conditions are hold
Q) | 2B <L |Ag(F)|<1,58=1,23,....,. M
G | Blly <L || Fly <1,8=1,23,..., M.

Theorem 3.5. The solution of the fractional order Crank-Nicolson finite
difference scheme (2.10)-(2.13) for time fractional drug concentration equation
(1.1)-(1.3) is unconditionally stable.

Proof. To prove the developed finite difference scheme is unconditionally
stable, we will prove that

0
[C" |y < K| C” |y, n=1,23,...

where K is positive integer independent of x and &.

For n =1, from equation (2.14), we obtain
C' = A'BCY + 47180
2N CH ly <A I Bl €° lly +1 A7 ) S° 1
<] €%y +11 8°
< €Y, + Ky C° |, where | S° |, = Kj, a constant.
Thus, result is true for n = 1.
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For n < k, let us assume that

k 0
| €% lly < K C* -

Now, for n = k + 1, from equation (2.15), we obtain

k-1 .
ckl = ATLRCk Aflz(bj — b)) Ct g0 + ATISK
j=1
k-1

. k k k—j K
S CE Ty < CF g+ D (B = bl €y + byl €O fly + [ S
j=1

= CF ly + @1 = bo)| €7 [y + (B = B CF 2 [y + ot (Bpy = Bp) ] C )
+ by €Oy + 1 SF I
< K| €0y + [0y — o) + (B — b) + ..+ (By — b I C° y + B3| C° |y + K
<[Ky +by + (1 - Kp)by ]| C° [, + K3 C° |,
= K[ C° |,
Hence, by induction, for all n, we have
| €™y < K| €,

where K is a positive number independent of x and ¢.
Therefore, this shows that the scheme is unconditionally stable.

This complete the proof. o

4. Convergence

In this section, we discuss the convergence of the scheme. Let Q be the

region [0, L]x[0, 7] We introduce the vector, C* = (@(xy, tg), (xy, &),

c(xg, tg), ..., c(xpy, tk))T of size M +1, which represent the exact solution of

the time fractional drug concentration equation (1.1)-(1.3) at time level ¢.
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Let ©° = (tf, 5, <&, ..., i) be the vector of truncation error at time level

t,. Since C* is the exact solution of the equation (1.1)-(1.3), we have

AC' = BC® + 8% + ¢, for k= 0. (4.1)
k-1

ACH = FC* + Z(bj ~0;,1)C* + 5,C0 + SF + L for k21 (4.9)
j=1

Lemma 4.1. The coefficient bj, j=0,1,2, 3, ... satisfy the following

conditions
@) bj >0

Theorem 4.2. The fractional order Crank-Nicolson finite difference
scheme (2.10)-(2.13) for time fractional drug concentration equation (1.1)-(1.3)
is unconditionally convergent.

Proof. We set, EF = C* — CF = (e, b, e, ..., k) be the error vector
in the solution at time level ¢;. Furthermore, we assume that

f

= max|el | = | E ., and = max|tf| for1=1,23, ...
1<isM 1<isM
Then, using equation (2.10), we obtain
lef | =] —rejy +(1+2r)e] —re} ;|
0 0 0
<(r+p)le [+A-2r) ¢ [+(r-p) e |+] T |

< 1-2r+r- 0 1
(r+p+1-2r+r ”)122554' e |+122XMI T |

0 1
= B |, + max ||

L EY), < | E° !
||, < B, + max ||
Now, from equation (2.11), we obtain
e | = | = rel (1 2r)el ! — ekt
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k-1
<@ep)lefy|+@-2r—by)|ef |+ -wlek [+ D (b ~bj)l e |
j=1

+bgl ¢ [ +] 1|

=(r+w)lefy |+ @-2r—b)|ef |+ (r-wlef |+ By —by) e
+(by —bg) eF 2 |+t (bpy —bp)| € |+ bl e | +] TF

=[r+ W)+ @ -2r =)+ (=Wl ef | +[(Br - bp) + (by —bg) + .. + (B — b))

k k k+1
e |+ byl ef | + max| T
ler’ | +bgl e | 1sile i

k k+1
= E ||w+lg}g§4| LR

This is true for every k, therefore we have

Ek+1 < Ek k+1
| E* ), <] B ], + max) < |

Hence, by induction, we get

En+1 < || E® n+l
| B, < B, + max )| < |

As | E° | =0, implies | E" | = 0.

Therefore, | E"*! || < max| /" |.
1<isM

Since 11233{) 7 5 0 as (Ax, At) > (0, 0), implies that | ™| —0
uniformly on Q as (Ax, At) — (0, 0).

Therefore, this shows that for any x and ¢, as (Ax, At) — (0, 0), the vector
C™" converges to C".

Hence, this complete the proof. o

5. Python Programme
In this section, we develop the algorithm for solving the discretized
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scheme (2.10)-(2.13) using Python programme. Here we compute clk at each

mesh point (x;, ;) using the proposed scheme by Python. The algorithm for
the scheme (2.14)-(2.17) is as follows

(1) Define g(¢,) foreach £ =0,1,2, 3, ..., N.

(i) Compute the matrix A, B and F.

(iii) Compute C° and S, then compute C'.

@1v) Compute S'. Then using Cl, compute 2.

(v) Compute S*. Then compute C**1 for each k = 2,3,4,..., N.

Now, we develop the python programme DCE for complete discretized
scheme (2.14)-(2.17) as follows:

Inputs:
g - boundary condition at x=0.
C - drug concentration
L - spatial length
T - end time
D - diffusion coefficient of drugs
mu - p
a - fractional order o of time derivative
t1 - time at which solution to be estimated.

Output of Python programme DCE is the approximate value of vector

Clai, tr.).
1mport scipy
from scipy import *
import math

from math import *
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def g(k):
return(c(0,t))
import numpy as np
def DCE(g,v,L,T,dx,dt,D,a,t1):
r=dt**a*D*math.gamma(2-a)/(2*dx**2)
mu=v*dt**a*math.gamma(2-a)/(2*dx)
N=int(round(T/dt))
M=int(round(L/dx))
t=np.linspace(0,N*dt,N+1)
x=np.linspace(0,M*dx,M+1)
A = np.zeros((M+1, M+1))
A0, 0] = 1+2*r
A0, 1]=-r
A[M,M-1]=-2%*r
A[M, M] = 1+2%r
for i in range(1, M):
Al i-1]=-r
Afi, 1] = 1+2*r
Afll, i+1] =-r
B=np.zeros((M+1,M+1))
B[0,0]=1-2%r
B[0,1]=r-mu
B[M,M-1]=2%r
B[M,M]=1-2*r
for i in range(1,M):
B[i, i-1] = r+mu
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B[, i] = 1-2*r

B[i, 1+1] = r-mu
F=np.zeros((M+1,M+1))
F[0,0]=1-2%r-((1+1)**(1-a)-1**(1-a))
F[0,1]=r-mu
FIM,M-1]=2*r
FIM,M]=1-2*r-((1+1)**(1-a)-1**(1-a))
for 1in range(1,M):

F[i, i-1] = r+mu

F[i, 1] = 1-2*r-((1+1)**(1-a)-1**(1-a))

F[i, i+1] = r-mu
C=np.zeros((N+1,M+1))
SO=np.zeros(M+1)
SO[0]=(r+mu)*g(t[0])+r*g(t[1])
b0=B@C[0]+S0
C[1]=scipy.linalg.solve(A,b0)
S1=np.zeros(M+1)
S1[0]=(r+mu)*g(t[1])+r*g(t[2])
b1=F@C[1]+S1
C[2]=scipy.linalg.solve(A,b1)
for k in range(2,N):

ek=(k+1)**(1-a)-k**(1-a)

Sk=np.zeros(M+1)

Sk[0]=(r+mu)*g(t[k])+r*g(t[k+1])

sum=np.zeros(M+1)

for j in range(1,k):
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sum=sum-+((j+1)**(1-a)-**(1-a)-(+2)**(1-a)+({+1)**(1-a))*C[k-j]
bk=F@C[k]+sum-+ek*C[0]+Sk
C[k+1][:]=scipy.linalg.solve(A,bk)
t1=int(t1/dt)

return(x,C[t1])

6. Numerical Solutions

In this section, we obtain the approximate solution of time fractional drug
concentration equation (1.1)-(1.3) by a developed fractional order Crank-
Nicolson finite difference scheme (2.10)-(2.13).

6.1 Test Problem 1. Steady State Concentration

In pharmacology, the steady state of drug is an important fundamental
concept. Steady-state is a situation during which the concentration of drug in
the body is stable. In the treatment of CNSdisease, understanding of steady-
state is important for choosing the right dose and determining the dosing
interval to achieve a desire steady-state concentration. This is the situation
corresponds to where maintenance dose is given in order to keep the drug
concentration constant in the brain ECF [5]. If the concentration in brain
ECF remains constant, then we will obtain the drug concentration in the CSF
changes along the CSF space by the following drug concentration equation

o 2
aca(i’t):—vécg;’t)-l-Dag(xz’t),0<ocﬁl,0§x£8,t20
t X

initial condition: ¢(x, 0)=0,0 < x < 8

oc(8, t)

pranls 0(t > 0).

boundary conditions: ¢(0, t) = 3,

The exact solution of the problem for o =1 is given as [5]

i1 Yo 5) B

With the help of Python programme DCE, we calculate the drug

concentration c¢(x, ) for anytime #,. The numerical solutions of the time
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fractional drug concentration equation obtained by developed scheme for
a =1.0,0.9,0.8 with the parameters v =0.5,D =0.7, Ax = 0.01 and

At = 0.001 is represented graphically in Figure 1. Furthermore, we simulate
the numerical solution of the time fractional drug concentration equation for
different values of x in Figure 2. The exact solution and numerical solution
for oo =1 with the parameters v = 0.5, D = 0.7, Ax = 0.01 and A¢ = 0.001

at time ¢ = 2 are shown in Table 1. We observed that the magnitude of the

error of exact solution and numerical solution is of O(A¢ + (Ax)?).

@t=2 (b)t=3

Figure 1. Drug concentration profile with the parameters v = 0.5,
D =0.7, Ax = 0.01, At = 0.001 and a = 1.0, 0.9, 0.8.

(ax=1 b) x =2

Figure 2. Numerical solution of steady state concentration for x = 1and
x=2 with the parameters v=05 D=0.7T=5 Ax=0.01 and
At = 0.001.
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Table 1. Comparision of exact solution and numerical solution for

a=1t=20v=05,D=0.7 Ax =0.01 and At = 0.001.
x Exact Solution Numerical Solution Error elk = Eik _ clk I
0.0 | 3.0 2.993907278649013 0.006092721350987151
0.5 | 2.6456568378800114 2.637640626024081 0.0080162118559306
1.0 | 2.210862045444807 2.2016244916677286 0.009237553777078578
1.5 | 1.7395672793993147 1.7300687648213946 0.009498514577920059
2.0 | 1.2820481022496093 1.2732489286656066 0.008799173584002729
2.5 | 0.8812918247063797 0.8739078798391523 0.007383944867227377
3.0 | 0.5631456958949884 0.5575140861890188 0.0056316097059696535
3.5 | 0.33360708628476354 0.3296952147891131 0.003911871495650421
4.0 | 0.1828205165043782 0.1803422974511022 0.0024782190532759985
4.5 | 0.09251994640668684 0.0910867844617443 0.0014331619449425431
5.0 | 0.04317739107570287 0.042420349641816124 | 0.0007570414338867459
5.5 | 0.018560555515715397 | 0.01819513741539206 0.00036541810032333574
6.0 | 0.007342283849504758 | 0.007181092835093199 | 0.00016119101441155938

6.2 Test Problem 2. Elimination Phase

The elimination phase of drug is the case corresponds to the drug being

present in the CSF in the lateral ventricles at some concentration ¢, [5]. At
t = 0, the injection is stopped and the elimination begins. This case is

relevant for concentration-time profile on coarse time scale. Since the drug
aggregation happens quite fast in the case of intravenous injection, it will not
visible on such a time-scale and we will see only elimination phase in the
plot. This phenomenon is study by the following time-fractional drug

concentration equation

o%c(x, t)

o
%e(x, t) _ Y oc(x, t) N 2
ox

ot ox D

,0<a<,x<6,t>20

initial condition: ¢(x, 0)=0,0 < x < 6
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... —t 6C(6, t)
boundary conditions: ¢(0, t) = 3e™", — - 0t = 0).

The exact solution of the problem for o =1 is given as [5]

3 % x —yt (U;rly))x x+ yt
clx, t) = Se¢|e erfe STDr +e erfec SThr

Dt

where y = Vv? —4D. The numerical solutions of the time fractional drug
concentration equation obtained by developed scheme for o =1.0, 0.9, 0.8
with the parameters v=1 D=02 Ax =0.01 and A¢=0.001 are
represented graphically in Figure 3 by Python programme DCE.

Furthermore, we simulate the numerical solutions of the time fractional drug
concentration equation for different values of x in Figure 4. In Table 2, we
compare the exact solution and numerical solution of the time fractional drug

concentration equation for o =1 with the parameters v =1, D = 0.2,

Ax = 0.01 and At = 0.001 at time ¢ = 2. Moreover, we observe that the error
in the calculation is of O(At + (Ax)?).

(@t=1 M) t=2

Figure 3. Drug concentration profile with the parameters v =1, D = 0.2,

Ax = 0.01, At = 0.001 and a =1.0, 0.9, 0.8.
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(a) x =0.2 () x =0.5

Figure 4. Numerical solution for drug elimination for x = 0.2 and x = 0.5
with the parameters v =1, D = 0.2, ¢t =5, Ax = 0.01 and A¢ = 0.001.

Table 2. Comparision of exact solution and numerical solution for
a=1Lt=2v=1D=0.2 Ax =0.0land Az = 0.001.

x Exact Solution Numerical Solution

Error elk =| Eik - cik I

0.0 | 0.40600584970983805 0.4108789821823356 0.004873132472497543

0.5 | 0.690643252642077 0.6969777675627705 0.006334514920693479

1.0 | 0.9910421336946248 0.9965539539700895 0.005511820275464707

1.5 | 1.147116277674832 1.1484516174662687 0.0013353397914366294

2.0 | 1.0385500472139912 1.0343063307369158 0.004243716477075443
2.5 | 0.72077795551975 0.7133503723003761 0.007427583219373868
3.0 | 0.37847592991323475 0.3718015170776765 0.006674412835558252
3.5 | 0.14906463756342395 0.14515526386486594 0.003909373698558011

4.0 | 0.04377805649358062 0.04219236700542997 0.0015856894881506461

4.5 | 0.009547713552140515 0.009091836821831855 | 0.0004558767303086599

5.0 | 0.0015417744244616016 | 0.001447866329388511 | 9.390809507309065e-05

0.0 | 0.40600584970983805 0.4108789821823356 0.004873132472497543

0.5 | 0.690643252642077 0.6969777675627705 0.006334514920693479

6.3 Test Problem 3. Drug Aggregation

The drug aggregation corresponds to the case in which drug is given
continuously over a longer period of time [5]. The drug reaches the CSF at
time ¢ = 0 and no drug was present in the brainECF and CSF before that.

The injection is continued long enough in order to reach the steady state
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concentration and is not stopped within the period of time considered. This
phenomenon is study by the following time-fractional drug concentration

equation

%e(x, t) _ Y oc(x, t) D o%c(x, t)
at” ox ox*

,0<a<1l,x<51t20
initial condition: ¢(x, 0)=0,0 < x <.
.. —t 50(5, t)
boundary conditions: ¢(0, t) = 3", e 0t > 0).

The exact solution of the problem for o =1 is given as [5]
3 x — vt (%) x + vt
cx,t)=—=|erfc +e erfq ——

() 2 f(Z«/Dt) fc(Z\/Dtj

—et e(v;];;)xerfc(—x — yt) + e(vgly))xerf rEN ytj
2JDt 2JDt

where y = Vo? —4D. With the help of developed python programme DCE,

the numerical solutions of the time fractional drug concentration equation for
a=1.0,0.9, 0.8 with the parameters v=1 D=0.2, Ax =0.01 and

At = 0.001 is represented graphically in Figure 5. Furthermore, we simulate
the numerical solutions of the time fractional drug concentration equation for
different values of x in Figure 6. In the Table 3, we compare the exact
solution and numerical solution at time ¢ = 3 for a =1 with the parameters
v=1 D =02, Ax = 0.01 and At = 0.001. We observe that the magnitude of

the error between the exact solution and numerical solution i1s of

O(At + (Ax)?).

Advances and Applications in Mathematical Sciences, Volume 22, Issue 2, December 2022



430 U. KHARDE, K. TAKALE and S. GAIKWAD

@t=2 b)t=3

Figure 5. Drug concentration profile with the parameters
D =0.2, Ax = 0.01, At = 0.001 and a =1.0, 0.9, 0.8.

v=1,

(a) x=1 b) x=2

Figure 6. Numerical solution for drug aggregation for x =1 and x = 2 with
the parameters v =1, D = 0.2, Ax = 0.01 and A¢ = 0.001.

Table 3. Comparision of exact solution and numerical solution for
a=1¢t=3v=1D=0.2 Ax = 0. 01 and At = 0.001.

x Exact Solution Numerical Solution Error eik = Eik _ C{e I
0.0 2.8506387948964083 2.8486584009974187 0.0019803938989895187
0.5 2.717400152250943 2.7140190061622556 0.003381146088687448
1.0 2.495369092986084 2.490061111986018 0.005307981000065798
1.5 2.1654336714236244 2.157966519981535 0.007467151442089204
2.0 1.7376742713960167 1.7284649530934093 0.009209318302607405
2.5 1.2617161036485738 1.251930562993927 0.009785540654646763
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3.0 0.8126564196023055 0.8038171392485197 0.008839280353785783
3.5 0.4565234712200368 0.44980441741804056 0.006719053801996222
4.0 0.22062447196653884 0.21636491470986893 0.004259557256669905
4.5 0.09072778152906447 0.08873837701972355 0.001989404509340917
5.0 0.03147838582653009 0.040396872611049295 | 0.008918486784519203

7. Conclusion

(1) We successfully develop the fractional order Crank-Nicolson finite
difference scheme for the time fractional drug concentration equation in the
central nervous system.

(i) The stability and convergence of the developed scheme are both
Investigated.

(i11) Furthermore, we successfully develop the Python programme for the

time fractional drug concentration equation in the central nervous system.

(iv) The performance and efficiency of the developed scheme is

numerically tested using some numerical experiments. We observe that the

error in the calculation is O((A£)2™® + (Ax)?).

(v) Finally, we conclude that Python is a very powerful tool for obtaining
the numerical solutions of the time fractional drug concentration equation.
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1. Introduction

In recent years, fractional differential equations are becoming a
significant implement in the analysis and modeling of scientific problems in a
broad array of fields such as physics, engineering, biology, finance, economics
and earthquakes study etc. [2, 6, 9, 11, 10, 17]. There has been increasing
attention in the description of physical and chemical processes using
equations involving fractional derivatives and integrals. The study of
fractional differential equations has been a highly focused in recent years.
But most of the fractional differential equations do not have exact solutions.
Traveling wave analysis is the most significant approach to study linear and
non-linear partial differential equations. This study leads to various types of
solutions such as soliton solutions, periodic solutions, kink solutions, cuspons
solutions, compacton solutions, peakon solutions etc. [18]. The traveling wave
solutions of fractional order partial differential equations are useful to
analyses the mechanisms of phenomena as well as further application in
various fields. Though, finding traveling wave solutions is not a
straightforward task at all, therefore researchers are preferring finite

difference schemes.

The finite difference approximations for derivatives are one of the
simplest and the efficient method to solve fractional order partial differential
equations [1, 3, 14, 13, 16]. Therefore, in this connection we develop the
Crank-Nicolson finite difference scheme for space time fractional traveling
wave equation and obtain its solution using Python programme. Recently,
many researchers have shifted from compiled languages to interpreted
problem solving environments, such as MATLAB, Maple, Octave, R etc. [5,
12, 15]. The Python is now rising as a potentially competitive replacement to
MATLAB, Octave, and other similar environments [4, 7]. The popularity of
Python is because of simple and clean syntax of the commands, incorporation
of simulation and visualization, interactive execution of commands with
instantaneous feedback and lots of built-in functions available and work
efficiently on arrays in compiled code. Now a days, researchers are using
Python due to its simplicity, wealth of available support and the NumPy
package, which provides contiguous multi-dimensional array structures with

a large library of array operations.
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The plan of the paper is as follows: In section 2, the Crank-Nicolson finite
difference scheme is developed for space-time fractional traveling wave
equation. The section 3 is devoted for stability of the scheme and the question
of convergence is proved in section 4. The last section is devoted for Python
programme and numerical solution of the space-time fractional traveling

wave equations.
We consider the following space-time fractional traveling wave equation

oV _ 2V

,tel0, T, xel0, L 1<a<2,1<B<2 (1.1)
ot onP

subject to the initial conditions:
Vi, 0) = f(x), 2 V(x, 0) = gx), x < [0, L] (1.2)
and boundary conditions:
V(0,t)=0,V(L,¢£)=0,¢ >0 (1.3)

where V(x, t) is the displacement of wave at position x and time ¢, and C is

the velocity of wave. The Caputo time fractional derivative of order o is
defined as follows [8],

6“ _ m o— 16 V(x C)

where m is a integer such that m —1 < o < m. The right shifted Grunwald-

Letnikov space fractional derivative of order  is defined as follows [8],

o'V

ot M;oo HB Zm V(x — (1 —Dh, t).

2. Finite Difference Scheme

In this section, we discretized the space-time fractional traveling wave
equation (1.1)-(1.3) using Crank-Nicolson finite difference scheme. Let
L

x =1th,i=0,1,2, ..., M and ¢, =nkn=0,12,..., N, where h:M
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and k= l Let V/* be the numerical approximation of V(x, ¢) at point

M

(th, nk), where h and k are spatial and temporal sizes respectively. We

discretized the Caputo time fractional derivative as follows:

[aavj T I( : jtnﬂ by - O 2 PVl ©) dc
(2, tne1) 0

ot I2-a) a2

]+1)k 82V(xi, bhyl — n)
r(z (x) Z I 8n2+ dn

Vn Jj+1 Vn j Vn j-1
F(2 3 Z[ 2 * +O(k)J

(j+1)k
% J.Jk nl—(xdn

k2 o Vn Jj+1 2Vn—j +Vn—j—1
i i
CE 0.) B2

+ O(k)]
(1P =77
F(g__aa) Zn:(vin—j+l _ ZVin_j 4 Vln_J_l)((J n 1)2—(1 _ j2—a)
Jj=0

kZ—a n

B =a) O G +177% =)

j=0

-a & , ; .
_ m Z(Vin—jﬂ _ 2Vin—] " Vin_J_l)((j " 1)2—0L _ j2—oc)
j=0

2—a

k
- r8-o)

(n+1)>"*0O(k)

As (n + 1)k is finite, then above formula can be rewritten as
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(a“vj _
" )i, tar)

oo VAT =2V VI (G - 0 @)
j=0

where
b =(j+1)P -2 j=012..,n

We use the right shifted Grunwald formula to discretized the space
fractional derivative as follows [8]:

6'3 1 i+1
aTBV =5 D Vi + OR) (2.2)
=0

where

wj l=0,1,2,...,M.

r
T TP +1)’

which called the normalized Grunwald weights. They can be found by the

recursive formula:

wyo=1Luw = wl_l(l - #j

Now, putting (2.1) and (2.2) in equation (1.1), we obtain the Crank-
Nicloson type numerical approximation of space-time fractional traveling

wave equation (1.1) as follows:

AN (n—j+l n-j n—j-1y_ 2 _1
R

1+1 i+1

+1
Z w Vit + Z wVitin
1=0 1=0
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n 2 o | i+ i+l

i _i i CTB-a)k
DbV = v vty - SO S ity S g
j=0 =0 =0

We simplify the above equation and obtain
n
1 -1 —j+l -j —j-1
Vin+ _2Vin+Vin +zbj(vin j+ _2Vin]+VinJ )
j=1

i+1 i+1

+1
=7 szVi'fm + szVi'fm
1=0 1=0

2 o
2hP
i+l n ] ) ]
Vin+1 _ rzwlvi}fﬁ—l _ 2Vin + Vin—l _ ij(vin—ﬁ—l _ zvin—j + Vin—]—l)

j=1 Jj=1

i+1
+ rZlei’le (2.3)

=0

The initial conditions are approximated as follows:

V(x;, 0) = f(x;) implies VO = f(x;),i=12,..., M -1 (2.4)
and
1 -1
0 L 1 _y.
Ev(xi’ to) = g(x;) implies # = g(x;)
Vit =V —2kg(x;),i=1,2 ..., M —1. (2.5)

Also, the boundary conditions are approximated as follows:
V(0,t,) =0 implies V) =0,n=1,2, ..., N -1
and

V(L, t,) =0 implies Vjy =0,n=1,2,..., N-1
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We put n = 0 in equation (2.3) and using equation (2.5), we obtain

1+1 1+1
1 r 1 0 r 0
Vi-3 ;}:szi—m = Vi +kg(xi) + 5 ;lei—m

andfor n=1,2, ..., N -1, we get

i+1 n—1
Vin+1 _ rz wlvzrflril _ 2Vin _ Vin—l _ ij(vin—]+1 _ 2Vin_] + Vin—]—l)
1=0 J=1
i+1
= 2b, (V= V0 + k() + 1Y w0, Vi
=0

The complete discretized space-time fractional traveling wave equation
with initial and boundary conditions is written as follows:

i+1 1+1
r r
V! - 3 Zleil,m = VP + kglx;) + 3 Zwlviglﬂ (2.6)
1=0 =0
for n =0,
i+1 n-1 ) ) )
Vin+1 _ rz wl‘/;ri-}—}_l _ 2Vin _ Vin—l _ ij(‘/in—j+1 _ 2Vin—j + Vin—]—l)
1=0 j=1
1+1
=25, (V= V0 + kgl + 1)V, @.7)
=0
initial condition:
VO = f(x;),i=1,2 .., M-1 (2.8)

boundary conditions:
V'=0,Vjy=0,n=12,..., N-1 (2.9)

The discretized finite difference scheme (2.6)-(2.9) can be written in
matrix form as follows:

for n =0,
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AV = (2T -AWV° + R (2.10)
for n > 1,
n-1
(24— DV = (4= by)T - 24" + > (2b; — bjy — by, )V
j=1
— b, V' +(2b, — b, 1 )V° + 2b,kg(x;)1, (2.11)
initial condition:
VO = flx;),i=1,2,...,M-1 (2.12)
boundary conditions:
Vi=0,Vl;=0,n=12 .., N-1 (2.13)

where V7 =[V{", V&, ..., Viy 1 I%, F =[kg(x;), kg(xp), ..., kg(apy ), T is

an identity matrix of order (n —1)x (n —1) and matrix A is defined as follows

r . .
1-Zwy,  j=i
~Lw j=i+1

A = (@) mapm-) =7 270
r . .
“gWijy, JSi-l
0, j>i+2

Lemma 2.1. The coefficient b;, j =1, 2, ... satisfy

(@ b; >0

(i) b; > bj 4

Lemma 2.2. Grunwald-Letnikov coefficients w; satisfy:

@ wyg =1, w =P, wy = B(BQ_ 1)
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(iii) Z?zow, <0,n>1.
3. Stability

Let V" and V) are exact and approximate solutions of the equation

(1.1)-(1.3) respectively and & be the error at each mesh point (x;, ¢,,), then
=Ty
From equations (2.6)-(2.7), we obtain for n = 0,

i+1 i+1

1 r 1 o, 7r 0
&~ 5 Zw18i—1+1 =& tg Zwlﬁi—m (3.1)
1=0 =0
for n > 1,
1+1 n-1
n+l n+l n n-1 n—j+1 n—j n—j-1
g; - rZwlsi_lH = ZSi - & - Zb](sl J - 28i J + Si J )
1=0 =1
1+1
1 0
- 2bn(8i — & ) + I‘Zwlflln_l_ﬂ. (3.2)
=0

Theorem 3.1. The solution of Crank-Nicolson finite difference scheme
given by (2.6)-(2.9) developed for equation (1.1)-(1.3) is unconditionally stable.

Proof. We denote the error vector by E" = (e, €}, ..., e}y 1)’ for

0 < n < N. Also, we assume that

|8n | - 1<Iiliz]1é(_1l Sln | = " E" ”oo’ for n = 0’ 1’ 2’ e N.

Using mathematical induction, we will prove that | E" | < K| E° | .
for n=0,1, 2, ..., N, where Kj is a positive number independent of 4 and k.
Now, using Lemma (2.2) and equation (3.1), we obtain

i+1
1 1 r 1
e [<lel -5 > wil el |
1=0
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i+1

1T 1
<le —gzwzﬁpm |
10

1+1
o r 0
<lei -5 E wigi_141 |
1=0

. i+1 . i+1

0 0 0

| & |+§Zwl|g%_,+1|s[1+§zwl]|g | < K| & |
1=0 1=0

1 0
I E" ], < Kl E” |
Suppose that
0
| E9 1, < K| E7 ||,
for ¢ < n and Kj is independent of 2 and k.

Using Lemma (2.2), we have 2-b >0, b;_; —2b; >0, 2b, —b,_1 > 0.

Consider,
1+1
e < =) wl el |
=0
i+1
<[ el =y welihy |
=0
n-1 ) ] ) i+1
<l 2ef et = ) bilel T - 2el T eI — 2, (et &) + 1Y wiEl
1=0 =0
n—1 )
<[@=b)ef + ) (2b; = bjy ~bj1)ef T — bysh + (26, — by )8l
=0

i+1

n
+ rz Wig; 1.4
=0
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n—1
< @bl el [+ Y (b1 +bjr —2b))| €T [+ by &} | + (@b, ~ )| o |
j=1

i+1

rry wl ey, |
=0

n—1 i+1
< [2 —by+ D (bjy +bjur — 25) + by +2by by + rZwl] | €0 |
j=1 =0

i+1
< [2(1 — b)) +2(2b, —b, 1)+ rZle |0 | < K| ¥ |

1=0

Therefore, | E"™™ |, < K| E'|,, where K; is a positive constant

independent of A and k. Hence, by mathematical induction, for all

n=12 ..., N, we have
0
| E* I, < K| E” |,

This completes the proof. o

4. Convergence

In this section, we discuss the question of convergence. Let ‘71" be the
exact solution of space-time fractional traveling wave equation (1.1)-(1.3) and

¥ be the local truncation error for 1<i < M. Then, from (2.6)-(2.9), we

have
1+1 1+1
7 =V'- % Zlei1—1+1 ~ V0 — kelx;) - % Zlez'91+1 =O(h + k) (4.1)
1=0 =0

andfor 1<n< N -1,

i+1 n-1
TL(L+1 _ Vin+1 _ rzwlvir—z_l:l—l _ 2Vin " Vin—l " ij(vin—ﬁ—l _ 2Vin—] n Vin—]—l)
=0 =)
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. - 1+1 .
+ 26, (V! = V0 — kg(x)) ~ 7Y w V", = O+ ) (4.2)
=0

Theorem 4.1. Let V" be the exact solution of (1.1)-(1.3) and V" be the

numerical solution of finite difference scheme (2.6)-(2.9) at each mesh point

(x;, t,). Then there exist a positive constant Ko independent of h and k such

that
| V" =V | < Ky(h +k),1<n < N.
Proof. Let e/ be the error at each mesh point (x;, ¢,,), then
Lef 1= 177 -V |

Now, we denote the error vector by e* = (e}, el, ..., % 1)}

1<n <N and local truncation error vector by t* = (1}, %, ..., vay_1)" for

time level n. From equations (4.1)-(4.2), we get

i+1
ol T
€ _§Zwlel I+1 = e +35 Zwlel I+1 + IL (4.3)
for n >1,
i+1 n-1
n+1 n—j+1 n—j n—j-1
—rZwlel 11 =2e] —e' = )y bi(eVT —2e + ')
j=1
i+1
+2b, (e} —eP) + rZwlel”_Hl + L (4.4)
=0

Using mathematical induction, we will prove that | e" | < Ky(h + k).

For n =1, we have

i+1

1 1 r 1
lei | <|e; |—§sz| €14 |
10
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i+1

1 1
<le _szleiflﬂ |
1=0

1+1 1+1

o r 0 r 0

<le —§§ wzei—1+1+fz1|$[1+§§ wl}ei |+l <]t | < Ka(h+Fk)
1=0 =0

Therefore, | e' | < Ko(h+k), where K, is independent of & and k.

Suppose that
| e [l < Ko(h + k),
for ¢ < n and K, is independent of 2 and k. Consider,
i+1

e < et =) il e |
=0

i+1
<[ el —r> welihy |
=0

n-1
<[ 2eft = el = 3 by(e I 26 ) = 2b, (el ef)
=0

i+1

+ rZ wie;’ ;1 + 7:2”1
=0

n-1
<[(2-b)ef + ) (2b; ~bjg ~bj1)el ™ —byel + (2B, by _1)e!
=0

i+1
+ rz wyel 7,1 + T
=0

n-1 i+1
<@=by)| el |+ Y by +bja — ) € |+l e} [+ 7Y wil ey | +]
j=1 1=0
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n-1 i+1
< [2 ~ by + ) (bjoy + bjyy — 2b) + by + rZwl]K’g(h +R)+|
j=1 =0
i+1
< [2(1 —by)+2(2b, —b,_1)+ ’"ZleKé(h +k)+| ol | < Ko(h + k)
=0

Therefore, || e"™ | < Ko(h + k).

Hence, by mathematical induction, for all n =1, 2, ..., N, we have

| e* |, < Ka(h+F)

This completes the proof.

5. Python Programme

In this section, we develop the Python programme-CN for Crank-Nicolson

finite difference scheme (2.6)-(2.9) to solve space-time fractional traveling

wave equation (1.1)-(1.3) numerically. We compute ‘Zn at each grid point

(x;, t,,) using the scheme (2.6)-(2.9). The algorithm is given below:
1. Compute Vio =fl(x;),1=0,1,2, ..., M.
2. Compute Vil, 1=0,1,2,..., M.

3. Compute V/*'!, foreach n=1,2, ..., N-1,i=0,1, 2, ..., M.

Now, we develop the Python programme-CN for complete discretized

scheme (2.6)-(2.9) as follows:
Inputs:
f - initial displacement
g - initial velocity
C - velocity of wave
L - spatial length

T - end time
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h - space step size

k - temporal step size

a - fractional order o of time derivative

b - fractional order B of space derivative

t1l - time level, at which solution has to be estimate

Output of Python programme CN is the approximate value of vector
Vi(x;, t1).

import math

import numpy as np

import scipy.linalg

def CN(f,g,C,T,L,a,b,h k,t1):

r=(C**2*math.gamma(3-a)*k**a)/(2*h**b)

N=int(round(T/k))

M=int(round(L/h))

t=np.linspace(0,N*k,N+1)

x=np.linspace(0,M*h,M+1)

V=np.zeros((N+1,M+1))

for 1in range(0,M+1):

VIOI[1]=f(x[i])

A1l = np.zeros((M-1, M-1))

A2 = np.zeros((M-1, M-1))

b1l = np.zeros(M-1)

b2 = np.zeros(M-1)

w = np.zeros(M+1)

w[0]=1

for 1in range(1,M+1):
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w(l]=w[l-1]*(1-((1+b)/))
for 1 in range(0,M-1):
A1[][i]=1-(x/2)*w][1]
for i in range(0,M-2):
A1[i][i+1]=-(x/2)*w][0]
for i in range(1,M-1):
for j in range(0,1):
A1[][]=-(/2)*w[i-j+1]
for i in range(1,M):
s=0
for 1 in range(0,i+2):
s=s+w[l]*V[0][i-1+1]
b1[i-1]=VI[0][i]+k*g(x[i])+(x/2)*s
VI[1][1:M]=scipy.linalg.solve(Al, b1)
VI[1][0]=0;V[1][M]=0
for i in range(0,M-1):
A2[i][i]=1-r*w[1]
for 1 in range(0,M-2):
A2[i][i+1]=-r*w][0]
for 1 in range(1,M-1):
for j in range(0,1):
A2[i][j]=-r*w[i-j+1]
for n in range(1,N):
for 1in range(1,M):
s1,s2=0,0
for j in range(1,n):
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s1=s1+((+1)**(2-a)-j**(2-2))*(V[n-j+1][i]-2*V[n-j] [i]+V[n-}-1][i])
s1=s1+2%((n+1)**(2-a)-(n)**(2-2))*(V[1][i]-V[0] [i]-k*g(x[i]))
for 1in range(0,i+2):
$2=s2+w[1]*V[n] [i-1+1]
b2[i-1]=2*V[n][i]-V[n-1][i]-s1+r*s2
V[n+1][1:M]=scipy.linalg.solve(A2, b2)

V[n+1][0]=0;V[n+1][M]=0
t1=int(t1/k)
return(x,V[t1])

Numerical experiment 1. We consider the following space-time

fractional traveling wave equation:

OV 9PV
=C*—,(x,t) e Q=10,1]x[0, 1] (5.1)
ot* oxP )

with initial conditions:

V(x, 0) = sin(2nx), % V(x, 0)= 0, x €[0,1] (5.2)

and boundary conditions,
V(0,¢t)=0,V(1,¢t)=0,t (0, 1] (5.3)
The exact solution to this problem for o = 2, f = 2 and C =1 as follows:

V(x, t) = sin(2mnx) cos(2nt)
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Figure 1. Periodic solution of traveling wave equation.

Using the python programme-CN, we estimate the value of V(x, t) for
any time level ¢,. Let &(h, k) be the maximum error between exact and

numerical solutions with temporal and spatial grid sizes k& and h respectively.
The temporal and spatial order of convergence are computed using

temporal order = logz(ai(};; 2:3), spatial order = log2(8§(2: 2 kkj))

In Table 1, we obtain the maximum error and order of convergence in

temporal direction at time ¢ =1 with A = 2710

Table 1. Maximum errors and temporal orders of convergence at

t=1h=210

k Maximum error Order
975 0.264489 -
96 0.142758 0.89
97 0.074186 0.94
98 0.037816 0.97
979 0.019091 0.98
9-10 0.009592 0.99
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In Table 2, we obtain the maximum error and order of convergence in

spatial direction at

Table 2. Maximum errors and spatial orders of convergence at

x =0.9999, k = 2710,

h Maximum error Order
92 0.999371 -
9-3 0.706478 0.50
94 0.382055 0.88
95 0.194462 0.97
96 0.097388 0.99
91 0.048439 1.00

x = 0.9999 with k = 2710,

From Table 1 and 2, we observe that the proposed finite difference
scheme is first-order accurate in temporal as well as spatial direction. The
order of convergence obtained in the numerical results agreed to the
theoretical analysis. In Figure 2, we compare the exact and numerical
solutions obtained by the Crank-Nicolson scheme and observe that the

numerical solution is enormously agreed with the exact solution.

Figure 2. Comparison between exact and the numerical solutions with the

parameters h = 2_6, k= 2_9, t=1C=1.
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Figure 3. Comparison of the numerical solutions with the parameters

h=29%k=92°¢t=-1C=1.

From Figure 3, we observed that the obtained solutions are stable and
sufficiently approximate to the exact solutions and therefore, we conclude
that the proposed scheme gives accurate results and stable solutions. Hence,
Python is a powerful tool to obtain the numerical solutions of space-time

fractional traveling wave equation.

Numerical experiment 2. We consider the following space-time

fractional traveling wave equation:

oV _ 2V

,(x, 1) e Q=10,1|x[0, 1
Y- Cl o ea-ax)

subject to initial conditions:

9o

V(x, 0)=0, =

V(x, 0) = 2rCsin(2nx), x € (0, 1]
and boundary conditions,
V(0,t)=0,V(1,t)=0,t (0, 1]

The exact solution to this problem for a=2,B=2 is V(x,t)
= sin(2mnx)sin(2Cnt). In Table 3 and 4, we obtain the order of convergence in

temporal and spatial directions respectively.
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Table 3. Maximum errors and temporal orders of convergence at

t=0.75h =28

k Maximum error Order
96 0.106548 -
917 0.055491 0.94
9-8 0.028306 0.97
979 0.014285 0.98
9-10 0.007166 0.99
911 0.003580 1.00

Table 4. Maximum errors and spatial orders of convergence at

x =0.9999, k = 2710

h Maximum error Order
92 1.107705 -
93 0.723289 0.61
94 0.383607 0.91
975 0.194308 0.98
96 0.097193 0.99
917 0.048326 1.00

From these tables, it can be seen that the proposed finite difference

scheme is first-order accurate in temporal as well as spatial direction.

In Figure 4, we obtain the numerical solutions using proposed finite

difference scheme for different values of ¢ for oo = 1.9, B = 1.8.
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Figure 4. Behavior of the numerical solutions with the parameters

0=19p=18h=2%FL=29 Cc=1

From Figure 4, we observe that solutions obtained by proposed scheme
are stable and converges appropriately to the solution obtained at ¢ =1. In

Figure 5, we obtain the numerical solutions for different values of o and B at
t=0.17.

Figure 5. Behavior of the numerical solutions with the parameters

h=2% k=22 C=1¢=0.".

We observe that solutions obtained by proposed scheme are converges to the
solution obtained for o = 2, B = 2.

6. Conclusions

(1) We develop the Crank-Nicolson finite difference scheme for space-time
fractional traveling wave equation.

(1) Furthermore, we proved that the developed scheme is unconditionally
stable and convergent.

Advances and Applications in Mathematical Sciences, Volume 22, Issue 2, December 2022



PYTHON: POWERFUL TOOL FOR SOLVING SPACE-TIME ... 525

(1)) We successfully develop a python programme for space-time

fractional traveling wave equation and obtain the numerical solutions of the

test problems and estimate the error.

(iv) Also, we found that the finite difference scheme is numerically stable

and the results are compatible with our theoretical analysis.

(v) Finally, we conclude that Python is a powerful tool for obtaining the

numerical solutions of space-time fractional traveling wave equation because

the numerical results are very close to the exact solutions.
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Abstract. In the present paper, we developed an explicit finite difference scheme for stochastic time fractional
heat transfer equation. Furthermore, we proved the conditional stability of the solution of the scheme and analyze
the effect of the multiplier of the random noise in mean square stability. Also, we discuss the convergence of
the explicit scheme in the mean square sense. The approximate solution of the practical problem is obtain by
developed scheme and it is represented graphically by Mathematica software.

Keywords: fractional derivative; time fractional; stochastic heat equation; explicit scheme; stability; mean square.

2010 AMS Subject Classification: 34K37, 65M30, 35R60.

1. INTRODUCTION

Stochastic partial differential equations are very useful in describing random effects occuru-
ing in the fields of science, engineering and mathematical finance. Several numerical methods
have been developed to solve stochasstic partial differential equations (SPDEs), Allen [2] has

constructed finite element and difference approximation of some linear SPDEs. Kamrani and
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Hosseini [9] discussed explicite and implicit finite difference methods and their stability con-
vergence for general SPDEs. Furthermore, Soheili et al. [29] presented higher order finite
difference scheme and Saul’yev scheme for solving linear parabolic SPDEs.

Now a days, fractional calculus is a developing branch of mathematics which deals with
the derivative and integrals of non-integer order and attracted lots of attention in several fields
such as physics, chemistry, engineering, hydrology and finance. Recently, fractional diffu-
sion equations are becoming more popular in many areas of applications [11, 14, 23, 27, 37]
and stochastic fractional partial differential equations[1, 36] etc. Stochastic partial differential
equations with fractional time derivative can be used to describe random effects on transport of
particles in medium with thermal memory or particles subjected to sticking and trapping [4].
The theoretical analysis of fractional stochastic partial differential equations have been inten-
sively investigated in the literature [4, 15, 16], also, Sweilam et al. [31] presented compact
finite difference method to solve stochastic fractional advection diffusion equation. Amaneh et
al [3] introduced stochastic generalized fractional diffusion equation and used finite difference
method for finding numerical solution. Chen et al [4] introduced a class of SPDEs with time
fractional derivatives and proved existence and uniqueness of their solutions.

The classical heat equation deals with heat propagation in homogeneous medium and the time
fractional diffusion equation has been widely used to model the anomalous diffusion exhibiting
sub diffusive behavior due to particle sticking and trapping phenomena [13]. When noise is
introduced in partial differential equations, turns it to SPDEs. According to the nature of the
noise term there are two main classes of SPDEs like SPDEs with additive noise and SPDEs with
multiplicative noise. In additive SPDEs, noise term does not depends on the state of the system,
while the noise term depends on the state of the system in multiplicative SPDEs. Additive noise
occurs due to temporal fluctuations of internal degrees of freedom, while multiplicative noise
arrives due to random variations of some external control parameters [8]. Fractional stochastic
partial differential equation considers both memory and environmental noise effect. Now a
days, Liu et al [36] studied some properties of a class of fractional stochastic heat equations.
Babaei et al [1] applied a spectral collection method to solve a class of time fractional heat

equation driven by Brownian motion. Guang-an Zou [6] presented a Galerkin finite element
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method for time fractional stochastic heat equation driven by multiplicative noise. Stochastic
fractional heat equations driven by additive noise are yet to be investigated. At the same time,
it is very difficult to find exact solution of stochastic fractional heat equations by analytical
methods but finite difference methods that gives large algebraic system to solve in place of
differential equation. In this connection, the theme of this paper is to develop a fractional order
explicit finite difference scheme for stochastic time fractional heat transfer equation (STFHTE)

driven by additive noise with initial and boundary conditions, given as follows,

9%S(x,t) 9%S(x,1) . .
5,4 =D 9.2 +oW(t); (x,1) € Q:[0,L] x [0,T]

Initial condition : S(x,0) = Sp(x), 0 <x <L
Boundary conditions : S(0,t) = S(L,t) =0, x — o0, t >0

where, D > 0 is the diffusivity constant, ¢ > 0 is the constant noise intensity, i.e.additive noise.

Now, W (¢) is one dimensional standard Winner process, where W (¢) = 8Vgt(t)’ such that white

noise AW (¢) is a random variable generated from Gaussian distribution with zero mean and

o
standard deviation Ar and S(x,t) is temperature at the position x and at time ¢. Here, J 5 t(jf 1) s

Caputo time fractional derivative of order oc. We consider the following definitions for further

developments.

Definition 1.1. The Caputo time fractional derivative of order a, (0 < o0 < 1) is defined as

follows [22]

aS(x, d
d*S(x,1) rica Jo a(g't) (t—g)a , O<a<l

ata 8S§:7I)7 o= 1

where I'(.) is a Gamma function.

Definition 1.2. Euler-Maruyama Scheme:

For the d-dimensional Stochastic differential equation of Ito type [25]

ds(t) = f(¢,S(t))dt +g(¢,5(¢))dW(t),t >0
S(0) = Sy € RY,
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where f,g: RY — R%, the Euler-Maruyama Scheme for computing approximations Sf takes the

form
SIT! = St f(SP) AL+ g(SF) AW,
where
AWK =W (11 — W (1) = W ((k+ 1)Ar) — W (kAr)
and AW* ~ ¥ (0,At).

Definition 1.3. A sequence of random variables {X,, }, (n, k > 0) converges in mean square to

random variable X if liin || X, — X || =0[30].
Nj—>°

Definition 1.4. A Stochastic difference scheme is stable in mean square if there are positive

constants €,0 and constants k, b such that [30]
E‘Sff-i-l‘Z < kebt|SO|2
forall0<t=(k+1)At, 0 < Ax<eand 0 < Ar < 4.

oge . . k k _ k . . . .
Definition 1.5. A Stochastic difference scheme L;S; = G; approximating Stochastic partial

differential equation L, = G is convergent in mean square at time t = (k+ 1)At if
E|SF—51> >0,
as i — oo, n — oo, (Ax,At) — (0,0) and (iAx,kAt) — (x,t) [30].

Definition 1.6. The symmetric second order difference quotient in space at time level t = t; is

given as follows [28]
928(x,1) _ S(xi-1, k) — 28 (xi, k) + S (i1, %)

ox? h?

We organize the paper as follows: In section 2 , we develop the explicit fractional order finite
difference scheme for Stochastic time fractional heat transfer equation. The stability of the
solution is proved in section 3 and section 4 deals with convergence of the scheme. Finally, in
the last section, the numerical solutions of Stochastic time fractional heat transfer equation is

obtained and simulated graphically by Mathematica.
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2. FINITE DIFFERENCE SCHEME

We consider the following Stochastic time fractional heat transfer equation driven by additive

noise (STFHTE) with initial and boundary conditions

%S(x) _  3*S(x.1)

(1) 50 = 5,2 +oW(t); (x,1) € Q:[0,L] x [0,T]
) Initial condition : S(x,0) = Sp(x), 0 <x<L
3) Boundary conditions : S(0,t) =S(L,t)=0,1>0

where, D > 0 is the diffusivity constant, ¢ > 0 is the constant noise intensity, i.e.additive noise.

Now, W (t) is one dimensional standard Winner process, where W (t) = 8Vgt(t)’ such that white

noise AW (¢) is a random variable generated from Gaussian distribution with zero mean and
standard deviation Ar. Note that for @ = 1, we recover in the limit the well known Stochastic

heat transfer equation of Markovian process

IaS(x,t) DazS(x,t)

o 3.2 +oW(t), xeR; t > 0.

For the numerical approximation of the explicit scheme, we define & = 1% and 7 = %, the space
and time steps respectively, such that t; = k7; k=0,1,--- N be the integration time 0 <, < T
and x; =ihfori=0,1,--- ,N. Define Sf? = S(x;,1;) and let Sf-‘ denote the numerical approxima-
tion at the mesh point (x;, ) to the exact solution S(x;,#).

a
The time fractional derivative 2 aS,(o)f’l) at the mesh point (x;,t441), i = 1,2,---N—1, k =

0,1,2,---.1is approximated as follows

8“S(x,~,tk+1) N 1 i1 1 as(xiaé)
It* Nr(l—a)/o (try1 —8)* & 4%

1 i S(x,-,tj+1) —S(xi,tj) (171)7: d&

r'(l—a) T (trs1—8)*

J=0 jT
(k+1—j)

1 iS(Xi»fjH)—S(xz'Jj) /] Td_”
I'l—a) T

. 0 a
= (k—j)T
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L (j+h)t

1 Zs(xiatk+l—j)_s(xiatk—j) / dan

Rl i g
gl-a K S(xistig1—j) — S(xiste—) . l-o_ :l-a
_F(2—a)J_ZO . [+ * =

4)
8“S(x,~,tk+1) T ¢ T
e Te—a) [S(xi tie1) = S(xi 1) +m Zb (St tier1—) — S (i )]

where b; = (j+ 1)1 7% —j1=% j=0,1,2,-- k.
We adopt a symmetric second order difference quotient in space at time level ¢t = #;, for approx-

imating the second order space derivative,

825(x,t) _ S(x,-,l,tk) 2S(x,,tk)+S(x,+1 lk)
dx? h?

®)

Therefore, from equations , (4) and (5), we approximated the Stochastic fractional heat transfer

equation (1) as follows

_ — k
T k1 ok T k—j+1 _ ok—j
— [ =S+ —=———) b;[S; -8
F(Z—a)[’ l]+r(2_a); ][l i )]
©) _ D[S(x,-_l,tk) — 2S(x;,tk) + S(Xit1,1)] n GW((/H— 1)t) —W(kT)
h T
After simplification, we get
k—1 o
i =rSiy+ (1= 2r=b1)S;+ 1Sy + Y (bj—bjs1)S;
j=1
W(k+1)t)—W(kt
) + 580 +a ((k+ )T) (k)

where i = 1,2, N = 1, k=0,1,2,--, r = 2ZL2=8 4 — 5707 (2 — @) and b = (j +
DIEe = =12,k
The initial condition is approximated as SQ =8p,1=1,2,--- N—1.

The boundary conditions are approximated as Sk 0, Sf‘v =0,k=0,1,2,--- N—1.

(8) S = psk 4 (1-2r—b))S ,+1+Z bj1)Sy 7+ bySY + aW*
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where, WK ~ kTt 4(0,1),k=0,1,2,---N — 1.

Therefore, the complete discretization of STFHTE with initial and boundary conditions is

©) St=rSY 4+ (1-2r)SY +rS), fork=0

(10) S =Sk (1 —2r—by)SE +r&+r+§: — b )SE T 4 SO+ aW, fork> 1
j=1

(11D Initial condition: S? =S8,i=1,2,--- ,N—1.

(12) Boundary conditions: SS =0and Slli, =0.

where r = 27T 4 — 6207 (2 —a) and b; = (j+ 1) "%~ j1=%,j=0,1,2,--- k.

Therefore, the fractional approximated IBVP (9) — (12) can be written in the following matrix

equation form

(13) S'=BS°, fork=0
k—1 .

(14) S =AS + Y (bj— b 1)S T + B SO + +aWH, fork>1
j=1

where S¥ = (S’l‘ ,S’g, Sk )7, k=0,1,2...,N—1, A and B are tri-diagonal matrices of order

N — 1 given by
(1-=2r—by) r 0 0--- 0 0 0
r (I1=2r—>ny) r 0--- 0 0 0
0 r (1=2r—by) r--- 0 0 0
A:
0 0 0--- r (1=2r—by) r

0 0 0--- 0 r (1—2r—by)
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(1-2r) r 0 0--- 0 0 0
r (1—-2r) r 0--- 0 0 0
0 r (1=2r) r--- 0 0 0
B—
0 0 0--- r (1-2r) r
0 0 0--- 0 r (1—2r)

3. STABILITY

In the present section, we discuss the stability of the solution of fractional order explicit finite

difference scheme (9) — (12) for the Stochastic time fractional heat transfer equation (1) — (3).

Theorem 3.1. The solution of stochastic time fractional heat transfer equation (1) — (3) ob-
tained by developed fractional order explicit finite difference scheme (9) — (12) is conditionally

stable in mean square sense, when r < min{ %’ % } ,0< b < 1.

Proof: Proof: We define E|S¥|? = _sup ]E\Sﬂz, where SK = (8%, S§, sk---, sk T
SISN—
Then equation (9) leads to

E|SY| = E|rSY | + (1 —2r)8) +rSP, | |7

1

1
<|r+(1=2r)+r* sup E|SY)? (whenl —2r>0=r< )
1<i<N-1 2

. E|S}? <KE|S°?, when r < %
We assume that
E|S¥? < KE|SY)?, Vn < k.
Then we prove

E|S*"|> < KE|S°)* forn = k+1.
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From equation (10), we obtain

2 k—1 , 2
E Sf+l =F rSf,l +(1 —2r—b1)55~<—|—r5§+1 + Z(bj—ij)Sf_]—l—ka?—l—aWk
=1
2 k-1 . 2
E|SSTY < ElrSE +(1—2r—by)SE+rSE + Z(bj—ij)Sf*JerkS?qLa\/EVn
=1

when (1 —2r—b1) >0 = r < 52 where V, ~ .#/(0,1) and V,, is Normally distributed with

mean 0 and variance 1 i.e. .4#7(0, 1) random variable.

We know that E[V,] = 0 and E[V?] = 1, therefore,

E[ST2 < |r+(1=2r—by) +r+(by —by+by—b3+--+ (b1 —bp) + i[> sup  E|SE|?
1<i<N—1

+(a®Ar) sup E|SY)?
1<i<N-1

< sup E|S?P+a*Ar sup E|SY?
1<i<N-1 1<i<N-1

< (1+d*Ar) sup E|SYP
1<i<N—1

<K sup E|S??, where K = (1+d*Ar).
1<i<N-1

< KE|S°?, where K = (1+a*Ar).

Hence, by induction, we prove
E|S¥? < KE|S°]%, Y, K = (1 +aAt), when r < min{ 1 1h },o <bh <1

Therefore, we prove that the solution of the scheme is conditionally stable in mean square sense.

4. CONVERGENCE

In the present section, we discuss convergence of the fractional order explicit finite difference

scheme (9) — (12) developed for the STFHTE (1) — (3).

Theorem 4.1. The fractional order explicit finite difference scheme (9) — (12) for stochastic

time fractional heat transfer equation (1) — (3) is convergent in mean square sense with r <

. 1 1-b
mln{z, 5 }
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_ o _ T T
Proof: Let §* = ($§,55,5%,+ 8§, ) and $* = (%,85,8%,+- .8k_,) " be the vectors of exact
solution and approximate solution of the STFHET (1) — (3) respectively. Then the fractional

order explicit finite difference scheme (9) — (12) becomes

k—1 , _
(15 S =8 (1= 2r—b)S 418+ Y (b —bj1)S T+ 5 S+ aWk 4 T

J=1

k| = |8% — §¥| is the error

where T* is vector of truncation error at time level #,. Suppose, ;

vector. Let us assume that

E|ef? = max E\eﬂZ:HE*kHiandT/‘: max |T¥| = h*O(t+h*)forl =1,2,3, -
1<i<N-1 1<i<N-1

For k=0, from equation (9), we obtain

Elej|> = E|re}_y + (1 =2r)e] +rel |* + 1|t/

N =
~

<|r+0—=2r)+r]2E|0)? +r|7}| (When 1—-2r>0=r<
<Ele]*+rl7/|

<Ele]+rl7/|

< E|&D)? +ri?0(t 4 h?)

S E|EY A <E|ET|A+1T(2 - a)O(t + 1)

For n = k, we assume that

E|E¥ |2 < E|E |2 +k1°T(2 — @)O(t + h2).

For n = k+ 1, we prove that

E|E" |2 <E|E” |2+ (k+ 1)T°T(2— a)0(t + ).
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Now, from (10), we have
k—1
i
EHeé‘“Hz :E]ref_l +(1 —2r—b1)ef~‘+ref+1 + Z(bj—bj+1>ei j+bke?]2+r\’vlk\
j=1
Sr(1=2r=b1)+r+(bi —ba+by—b3+--+bp_1 +b)

1—-b

—l—bk|2E|eﬂ2—l—r|le| (When 1 —=2r—b; >0=r< )
< Elef]* + 11|
<E|E" |2+
< (E|E” |2 +ke’ T2 — @)O(t+1")) + 1T (2 — ) O(t + )
<E|E”|A + (k+1)T°T(2 — ) O(t + h?)

~ENEYT2 < EIET A + (k+ 1)TUT2 — a)O(t+ h2).

Therefore, we conclude that E|S¥ — S¥|> — 0 as (h,7) — (0,0) when r < min{%, 1—7191}

Hence, we prove that the scheme is conditionally convergent in mean square sense. This com-

pletes the proof.

5. NUMERICAL SOLUTIONS

We consider the following stochastic time fractional heat transfer equation with initial and

boundary conditions

%S 9%S .
16 —— =—+4+0W(@{),0<x<1,0<r<1
17 initial condition: S(x,0) = sinzx, 0 <x < 1
(18) boundary conditions: S(0,7) = S(1,¢) = 0,1 > 0.

where 0 < a < 1, 6 > 0 is the constant noise intensity. Now, W(¢) is one dimensional standard

Winner process, where W (t) = avgt(z), such that white noise AW (¢) is a random variable gener-

ated from Gaussian distribution with zero mean and standard deviation A¢. In Figure 1, we plot

the exact solution of stochastic heat transfer equation in absence of noise term.
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FIGURE 1. The exact solution of Stochastic heat transfer equation (5.1) — (5.3)

without noise.

S(x, 1)

S(x, 1)

(A) o=1 (B) 6=2

FIGURE 2. Approximation solution of the STFHTE with constant noise inten-

sity 0 = 1,2 and the parameters o« = 1,0.9,0.8 respectively.
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a=0.9 a=0.8

S(x, t)

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
X X

(A) =0.9 (B) =0.8

FIGURE 3. Comparison of approximation solution of the STFHTE with con-

stant noise intensity 0 = 1,2 and the parameters o = 0.9, 0.8 respectively.

In Figure 2, we obtain the numerical solution of the STFHTE (5.1)-(5.3) for o« = 1,0.9,0.8 with
additive noise o = 1,2 respectively and observed that these solutions are good approximation
to the exact solutions. Therefore the developed fractional order explicit finite difference scheme
provides a effective approximate solution. We observed that as o increased the amplitude of
the solution behavior is increased. From Figure 3, we observed that the approximate solu-
tions of STFHTE (5.1)-(5.3) for ¢ = 0.8 and @ = 0.9 with o = 1,2 are approximately same.
Therefore we conclude that if the additive noise intensity changes the numerical solutions are

approximately same.

6. CONCLUSIONS

(1) In present paper, we successfully developed the fractional order explicit finite difference
scheme for Stochastic time fractional heat transfer equation.

(2) The stability and consistency of the scheme are investigated for Stochastic time frac-
tional heat transfer equation in mean square sense and the bound of stability is r <
min{%,l%m}, where 0 < by < 1.

(3) The numerical examples with plots of the results are given to demonstrate the efficiency

of the scheme. It has been observed that the numerical scheme is very powerful and

provide approximate solution which is very near to the exact solution.
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decomposition method and applications

Sharvari Kulkarni'*, Kalyanrao Takale?, Shrikisan Gaikwad®

Abstract

In the paper, we develop the Adomian Decomposition Method for fractional order nonlinear Kuramoto-Sivashinsky
(KS) equation. Caputo fractional derivatives are used to define fractional derivatives. We know that KS equation
has many applications in physical phenomenon such as reaction diffusion system, long waves on the boundary
of two viscous fluids and hydrodynamics. In this paper, we will solve time fractional KS equation which may
help to researchers for their work. We solve some examples numerically, which will show the efficiency and

convenience of Adomian Decomposition Method.
Keywords

Ica.

AMS Subject Classification
26A33, 30E25, 34A12, 34A34, 34A37, 37C25, 45J05.

Kurmoto-Sivashinsky equation, Fractional derivative, Adomian Decomposition Method, Convergence, Mathemat-

" Department of Mathematics, Model College , Dombivali, Thane-421201, Maharashtra, India.

2 Department of Mathematics, RNC Arts, JDB Commerce and NSC Science College, Nashik-422101, Maharashtra, India.
8 Department of Mathematics, New Atrs, Commerce and Science College, Ahmadnagar-414001, Maharashtra, India.
*Corresponding author: ' sharvari12july@gmail.com; 2kalyanraotakale@rediffmail.com; 3sbgmathsnagar@gmail.com
Article History: Received 11 February 2020; Accepted 22 June 2020

©2020 MJM.

Contents
1 Introduction.......cccviiiiiiiiiiiii i 1078
2 Preliminaries.........cccoviiiiiiiiiiiiiiiiiiaeas 1079
3 Fractional Adomian Decomposition Method ....1079
4 Numerical Examples...........cocviiiiiiiinnnnns 1081
5 ConClUSION......iviiiiiiiii i i i ran i riaeanens 1083
References.........oooviiiiiiiiiiiiiiiiananans 1083

1. Introduction

In the present scenario fractional calculus is useful in
the various fields of science. In past few years, the increase
of interest in the subject is witnessed by series of confer-
ences, research papers and several monographs. The dynamic
models of a large number of phenomena can be modeled
by fractional order partial differential equations which are
characterized by fractional space and/or time derivatives [2].
Fractional calculus is pragmatic to archetypal occurrences
dependent damping behavior of many viscoelastic materials,

continuum mechanics, statistical mechanics, economics etc
[1]. But, many times it is difficult to obtain exact solutions,
hence numerical methods must be used. Now a days, Ado-
mian Decomposition Method (ADM) is used to obtain the
solution of fractional differential equations . This method
gives rapidly convergent series solutions by using a few iter-
ations for both linear and nonlinear equations. This method
is very useful to avoid linearization, perturbation, massive
computation and transformations [3, 4]. Various instabili-
ties and spatio - temporal chaotic behavior are exhibited in
many thermodynamical systems. Pattern formation, travelling
wave problems, reaction-diffusion systems, long waves on
thin films, unstable drift waves in plasmas etc. are some of the
physical phenomenon which arise from chaotic instabilities.
In this context Kuramoto-Sivashinsky (KS) equation has a
wide range of applicability in science. It is used to model fluc-
tuations of the position of a flame front, the motion of a fluid
going down a vertical wall, spatially uniform oscillating chem-
ical reaction in a homogeneous medium, solitary pulses in a
falling thin film [5] etc. It is also useful to physical problems
such as viscous flow problems, hydrodynamics in thin films,
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Belousov-Zhabotinsky reactions and instabilities of solidifica-
tion fronts of dilute binary alloys [6]. Kuramoto Sivashinsky
equation was developed by Kuramoto and Sivashinsky is writ-
ten as follow

Wi+ Awwy + Aowe + A3Wer = 0 (1.1)

where A1, A3, A3 are unknown parameters. The second order
and fourth order spatial derivatives are making this equation’s
behaviour complicated and interesting. The nonlinear term
transforms energy from low to high wave numbers. Also,
Maziar Raissi and George have developed methodology ap-
plied to the problem of learning, system identification or data-
driven discovery of partial differential equation and provides
new direction to design learning machines without requiring
large quantities of data. They gave following observations for
values of parameters A1, A3, A3 with clean and noisy data [7]:
(i) The correct KS partial differential equation is

Wi+ WWy + Wiy + Wy =0 (1.2)

(ii) The identified KS partial differential equation (clean data)
is

wr +0.952wwy 4+ 1.005wy, +0.980W iy =0 (1.3)
(iii) The identified KS partial differential equation
One percent noisy data is

w; +0.908ww, +0.951wy + 0.927Wyx =0 (1.4)

Recently, some researchers have used Homotopy Perturbation
Method [8], He’s Variational Iteration Method [9] and Lattice
Boltzmann mehod [10] to solve KS equation. Saad A. Manna,
Fadhil H. Easif [11] have used ADM to solve KS equation.
Weishi Yin, Fei Xu et.al. found the asymptotic expansion of
solutions to time-space fractional KS equation by residual
power series method [12].

Therefore, models which represent wave phenomenon needs
to study travelling wave solutions. As per Abdul Wazwaz,
in the study of solitary wave theory, we can obtain travelling
wave solutions. These solutions are used by scientists to study
various physical applications in plasma physics. In [13], the
researchers used Bogning-Dijeumen Tchalo-Kofane method
(BDK Method) to solve very strong nonlinear KS equation.
By applying BDK method they make up modulated soliton so-
lution of KS equation. In paper [14] KS equation was solved
by truncated expansion method and compared with Ansatz
method. Also researchers analyzed new solitary wave solu-
tions of KS equation with comparison of solutions given by
Chen and Zhand, Wazwaz and Wazaan. In this connection in
our paper, we used ADM to solve time fractional KS equation
because ADM is a powerful method to obtain the solution of
linear and nonlinear fractional partial differential equations of
higher order.

We organize the paper as follows: We have given some for-
mulae and theorem in Section 2, which are useful for further
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developments. Section 3, is devoted for ADM to solve time
fractional KS equation and prove convergence. In section 4,
numerical problems are solved and presented their solutions
graphically by using mathematica software.

2. Preliminaries

Some basic concepts, which we will be using are as
follows:-

Definition 2.1. The Caputo fractional derivative [? ] of the
Sunction f(x) is defined as

B £(x)
1 x 1 .
(m — ﬁ)/ (x—n)- —ry " 0,

Jform—1<B<mmeNx>0,feC".

DP f(x) = Jim-

Properties:
For f(x) €Cy, u>—1, o, >0andy> —1[15], we have

(i) J%IP f(x) = J*F f(x),
(i) J*IB f(x) = JBJ% f(x),
(iii) JoxY = s

Lemma2.2. Ifm—1<oa<mm&Nand f€C}, u>—1,
then

xlot),

DY J%f(x) = f(x)

JODY f( Zf (0) E,x>0

3. Fractional Adomian Decomposition
Method

We consider following time fractional KS equation to de-
velop the time Fractional ADM [15] for solving KS equation,

w4+ Awwy + Lowye + 3w =0, 0 < @ < 1,6 >0
3.1

initial condition : w(x,0) 3.2)

= f(x)
We will operate J* on R.H.S. and L.H.S. of equation,
J* W?+A]WWX+AQWXX+A3WXXH =0| = 0’ 0<a< 1,[ >0

Now, consider following decomposition series:-

= i Wn(xat)
n=0

The decomposed series of nonlinear terms Nw(x, ) are:

(3.3)

oo

Y A

n=0

Nw(x,t) = (3.4)
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where the formula for Adomian polynomial is as follows:

=l ()],

From (3.3) and using lemma (2.1), we get

anxt

(3.5)

mZ] ak ( )_JotlilziDZWn(xt)
otk k! o S

s Y D)+ iAn} x>0

n=0 n=0
The value of w,(x,), n > 0 can be obtained as follows:

wo(x,1) = w(x,0) = f(x) (3.6)

W1 (X,t) =-J* |:)LZD)2an(xat) +;{'?:D;‘;Wn (xvt) + A,
3.7

For, x>0, now we can obtain solution by calculating
value of each component.

N-1
)= Z wp(x,1)
n=0
w(x, 1)

(3.8)

lim ¢y = (3.9)

N—voo
Theorem 3.1. Uniqueness Theorem [16]
Consider time fractional KS equation for Ay = 1, A, = 1, and
Az =1, as follows

W+ Wy + Wi+ Wi =0, 0 << 1,6>0
(3.10)

fx) (3.1D)

The equation has a unique solution whenever 0 <y < 1 where
_ (C1+C+Cy)t”
Y= " Tar

initial condition : w(x,0) =

Proof:- Let X = (C(),]|.||) be the Banach space of all
continuous functions on I = [0, T] with norm

lw(r)|| = max [w(z) |
We define a mapping M : X — X, such that
M(w(t)) = f(x) =J“N(w(t)) = J*S(w(t)) = J*F (w(1)).

Now, N(w(t)) denotes nonlinear term and S(w(¢)) denotes
second order spatial term and F(w(¢)) denotes fourth order
spatial term. Also nonlinear term N(w(z)) is Lipschitzian that
is

INw)=N(p) [<Ci|w—p]|

where C) is Lipschitz constant. Let w,w’ € X, we have

M) — M) | = max | AN Ow(0)) — IS (w(2) —J*F (1)

applications — 1080/1084

FIEN(W (£)) +T*S(W (t) + J*F (W (2)]
—malx\ —J*(Nw—Nw') —J*(Sw—Sw') —J*(Fw—Fw) |
te

= max | J*(Nw—Nw') +J%(Sw—Sw') +J*(Fw—Fw') |

I

< malx|J°‘(Nw—Nw/) |+ [J*(Sw—Sw') |+ | J*(Fw—Fw') |
e

Now suppose S(w(2)) and F (w(r)) are also Lipschitzian that is

| S(w)=S(p) I<Calw—p]|
and
| F(w)—F(p)|<C3[w—p],
where C, and Cszare Lipschitz constants.
Therefore
| M(w) —MW') ||< malx(ClJ“ [w—w' | +CoJ* |w—w
re
tOC
G = [) £ (C1+Co+C3) [0 — | oy
C+C+C3)t”
M —MW)|I< —w' h :(—
| MOw) M) [ 7 [ w where y= 20

Therefore, whenever 0 < y < 1, the mapping is contraction.
Hence with the reference of Banach fixed point theorem for
contraction, we proved that equation has unique solution.

Theorem 3.2. Convergence Theorem[16]
Let Q,, be the n'* partial sum, that is

On = Zn‘,w,-(x,t) (3.12)
i=0

Then we shall prove that {Q,} is a Cauchy sequence in Ba-
nach space X.

Proof: For proving this theorem, we consider

H Qn+p - Qn ||: ntllealx | Qn+p - Qn |
= max | wi(x,1)]
tel i=n+1
n+p n+p
—max\ J Z Swi_y(x, ) —J* Z Fwi_1(x,1)
i=n+1 i=n+1
n+p
-J¢ Z NW,'_l(x,l‘)|
i=n+1
= r?ealx ‘JaSQtH—p—l —80n-1 +JaFQn+p—l —FQn
+JaNQn+p—1 - NQn—l ‘

Srlt)éXJa(l(SQ,1+p,1 _SanlD'i'r?eaIXJa(‘(FQnerfl _FanlD
“"n;gXJa'NQn-Q—p—l _NQn—1|

< CZTS;(Ja(|(Qn+p71 —0n1)+GC3 nrlea;d“(\(Qprl —0n-1)
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+C ntléalxla|Qn+p—1 - Qn—1|

tOC
<(Ci+G+C)——
<(Ci+C+ 3)FOH—1
H Qn+p_Qn HS 'YH Qn+p71 _anl Ha
where y:(C1+C2+C3)#OfH

H Qn+p_Qn HS 'YH Qn+p—1 _Qn—l H

Similarly, we have

H Qn+p - Qn || < 72 || Qn+p—2 _Qn—Z ||

S'yn” Qp_QOH

<Y 01=0Qol, forp=1

<Y lwr |l

Now, for n > m, where n,m € N,

H Qn _Qm || SH Qm+1 _Qm H + || Qm+2 _Qm+1 ||

ot [ On = Ont ||

<Y ey w )

=

Since, 0 < y< 1, then 1 — "™ < 1, so we have,

v
10w =0l 7 Twi

Since, w(r) is bounded, therefore || w; ||< oo

lim H 0,—0mnm ||—>O
n—soo

” Qnerf] _anl ||

Hence, we proved that solution is convergent because {Q,, } is

a Cauchy sequence in X.

4. Numerical Examples

Example 4.1: We will consider the following time fractional

KS equation

W+ wwy + Wi + W =0, 0< @ <1, >0 (4.1)

initial condition : w(x,0) = sec W2 (;)

Now, using equations (3.6) and (3.7), we have

wo(x,1) = w(x,0) = f(x)

4.2)

W1 (6,1) = —J* | A+ Diwy(x,1) +DiWk(x,t)} , x>0

wo(x,1) = w(x,0) = sechz(’2“>

wi(x,1) = —J%|Ag +D*wo(x,1) —|—D§wo(x,t)}

1081
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1
Ag =wo(wo)x = {— Etanh(%) +tanh? (%)

1 5(X T
_Etanh (Z)_
[ 1 x 3 x
D2wo(x,1) = - gsechz(z) +§tanh2(z)
3 :
—gtanh4(§>_
D w(x,1) = 1 1—tani?( 2 +§tanh2 al
SR 4 8 4
—%tanh“(%)_
Dwo(x,1) = fé+%t nhz(z) - %tanh“(z)}
Diwo(x,t) = | —sech®( = —Etanh2 ) secr? (2
HORU= 1 T6 i) » 4 4
X

e () (1-w(3))]

_1 17 2 X 15 4 X
_16—32tanh (4)+ 16tanh (4)}

w1 () = —4% | Ag + D2wo(x.1) +D;twO(x7t>}

[ 1 1
o _f Etanh(z) +tanh’ (%) — Etanh5 (%)
3 X X

After calculating and substituting values of various compo-
nents, we have

+

X 1 1 X 1 2f x

Nl =4 tann( L) + —tann?( 2

2) e ™ (4)+32 an (4)

X 9 4 x 1 s(x
(Z) —Etanh (Z) +5tanh (Z)

1 x 1%
—t hé — - ...
taptan <4)_ T(a+1)
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Example 4.2: We will solve the following time fractional KS
equation

W+ wwy + Wi+ W =0, 0<a<1,1>0 (4.3)

initial condition : w(x,0) = cos(;‘) (4.4)
Now, using equation (3.3) and (3.6), we have
wo(x,1) = w(x, 0) J(x)
Wit (x,2) = =J Ak + D2wy(x,1) + Dwy(x, t) , x>0
X
wo(x,1) = w(x,0) = cos (5)
Wl(xvt) =-J* D)%Wo(x,l) +D;4CWO()C,I’) +4Ao
L . |
Ao =wo(wo)x = ~2 sin(x)
Figure 1. 3DPIlot of time fractional KS eqn for o = 1 1 N 1 N
D?Cwo(x,t) =——cos| = |, Dﬁwo(x,t) —cos | =
4 2 16 2
(o) = | Lsinrt Teos () = Lcos (£)] 212
i) = | 7 sinx+ g cos | 3 168 3 CE)
(x,1) = LI +icos ANt
PHRD= T 16 2) | Tla+ 1)
wa(n) =~ DR 1) + D (1) 44|
Ap =wi(wo)x+wo(wi)x
9 1 3x 1%
Al = —6—4s1n()+zcos( )}m
D2y (x,) = | — 1 —C S
Wi1X, = 4Sln oS 5 _F(a+l)
Diwi(x,1) = | = sin(x) + —cos ol e
D=1 256 "\ 2 Hat1)
- X lZoc
wa(x,1) = _6—45m( —O—ﬂcos 2)|Tear

After calculating and substituting values of various compo-
nents, we have

w(x,t) = wo(x,2) +wi(x,8) ++--- 4.5)
w(x,1)

Figure 2. 3DPlot of time fractional KS eqn with & = 0.9 X 1 3 x e
= Cos (2> + {4 sinx + Ecos ( )] 7F(a+ 0

tZOc

+ 2sin(x)+icos e
64 256 0 \2)|T2a+1)
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5. Conclusion

The time fractional KS equation is solved by using ADM
and we can say that the formula of ADM polynomials is
powerful to obtain the solution of nonlinear fractional partial
differential equation. The graphical presentation of solutions
of time fractional KS equation reveals the reliability of the
mathematical procedure. We also prove the uniqueness and
convergence theorem for time fractional KS equation.
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Abstract. In this paper, we develop the fractional order explicit finite difference scheme for time fractional wave
equation. Furthermore, we prove the scheme is conditionally stable and convergent. As an application of the
scheme numerical solution of the test problem is obtained by Python Programme and represented graphically.
Keywords: fractional wave equation; Caputo derivative; finite difference scheme; stability and Python.

2010 AMS Subject Classification: 35R11, 65M06, 35105, 26A33.

1. INTRODUCTION

Fractional order partial differential equations are widely used in many areas like physics,
engineering, finance, medical sciences etc.[2, 8], as they can provide an adequate and precise
description of the models, which cannot be revealed by integer-order differential equations.
Recently, the fractional wave equation is occurs in many studies such as acoustics, electromag-
netic, seismic study etc[3, 10, 18]. It also describes the movement of strings, wires and fluid
surfaces[12]. Any wave or motion can be express in terms of a sum of sine or sinusoidal waves.

The traveling wave solution of the wave equation was first published by d’ Alembert in 1747[7].
*Corresponding author

E-mail address: ghodekrishna@ gmail.com
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The traveling wave solutions of fractional order partial differential equations are deeply helpful
to realise the mechanisms of the phenomena as well as their further application in real-world.
Finite difference method is also one of the very effective method for solving fractional order
partial differential equations [1, 4, 14, 15, 16, 17].

Recently, several authors have developed different numerical techniques for solving differential
equations using mathematical software[5, 6, 11]. Python is a high-level interpreted program-
ming language that has a vast standard library and a lot of modern software engineering tools. It
allows fast exploration of various ideas as well as efficient implementation. It has been used for
teaching and research in various branches of pure and applied mathematics[19]. Therefore, in
this connection we develop the explicit finite difference scheme for time-fractional wave equa-
tion and obtain its solution using Python programme.

We organize the paper as follows: In section 2, we develop the explicit finite difference scheme
for time fractional wave equation. The section 3 is devoted for stability of solution of the scheme
and the convergence is proven in section 4. In section 5, we develop a python programme for
the proposed scheme and numerical experiments are performed to confirm stability and conver-
gence of the scheme.

We consider the following time-fractional wave equation with initial and boundary conditions:

0% _ C282V

0 ge ~C g

l<o<2, (x1)€eQ=]0,L]x][0,T]
initial conditions:

@ V00 = (), SV(0) =), x< (0.1

boundary conditions:
3) V(0,1)=0, V(L,t)=0, t€(0,T]

where V (x,1) is the amplitude of wave at position x and time ¢, and C is the velocity of wave.
Here, %(:X is Caputo time fractional derivative of order ¢, which is defined as follows[9]:
2%V 1 ! amv
- [—gye P08y
0 agm

2t  T(m—a)

where m is a integer such thatm — 1 < o < m.
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2. FINITE DIFFERENCE SCHEME

Let V" be the numerical approximation of V (x,¢) at point (ih,nk), where h and k are spatial
and temporal sizes respectively. Let x; =ih, i =0,1,2,.... M and t, = nk, n=0,1,2,...,N,
where h = AL/I and k = ]% Now, the fractional order wave equation (1) - (3) is discretized by
using the second-order accurate central difference formula for the derivative term in space and
the Caputo finite difference formula for the time o-order fractional derivative for each interior
grid point (ih,nk). We discretized the second order space derivative by second-order accurate
central difference formula as follows:

9%V Vi =2V v 5
€)) (—) = ——— +0(h?)
axz (xiJn) I’l2

and Caputo time fractional derivative as follows:

9%V I 0OV ()
( &ta )(XiJn) - F(Z—a) %) (tn - C)l —acz dC

1 "1/(J'+1)k l_aan(x,-,tn—n)
=TA n dn
F(Z—Oc)j;o jk on?
T A A JRyCaRL
— i i i +0 k2 / l—ad
r2—a) fart K2 (k%) jk n n

2o n-l _v."_j“ _2Vln—j+V.n—j—1 ‘ ) N
— i 122 i +0(k2) [(]"’1)2 a_JZ Oc}

2o n-l _v."_j“ _2Vin—j_|_Vin—j—1

i
2
=0 k

[(+1)*% =27

% a2
—n“ " "0(k
+F(3—a)n ()

As nk < T is finite, then above formula can be rewritten as

pleavs k¢ n—1 e o e
) (ata)< P R e e A B
Xty j=0
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where

bj=(G+1)**— 2% j=0,1,2,....n—1

Now, putting (4) and (5) in equation (1), we obtain

ol n—j+1 n—j | n—j—1 2 (Vi =2V + VL,
e 'Zz)bj<vl. AR Ee < R >
J:

n—1 a2

—j+1 _y —j-1\ _ F@—a)k*c* ., n yn
ij<vin vt v )ZT( M2V V)
Jj=0

(3 — a)k*C?

2 (Vi —2vi'+Vvi))

n—1
_ —j+1 —j —j—1
j=1
After simplification, we get

n—1

(6) Vin-i-l _ 2Vin _Vin—l +u ( ir—li—l _2Vin+Vin—1) N Z bj (VinfjJrl _2Vinfj_|_Vinfj71>
j=1
where u = F(3+2)kacz.
The initial conditions are approximated as follows:
(7) V(x;,0) = f(x;) implies V) = f(x;), i=1,2,...,M —1
and
0 A
5,V (Ai10) = g(xi) implies ——-~— = g(x;)
(8) vil=v!—2kg(x), i=1,2,.... M —1

Also, the boundary conditions are approximated as follows:

V(0,t,) =0implies Vi =0, n=1,2,...,N—1
and

V(L,t,) =0implies Vj; =0, n=1,2,... N—1
Now, putting n = 0 in equation (6) and using equation (8), we obtain

V=V tkg(x) + 5 (VL — 2V + V)

For n = 1, we have

VZ=2V =V (Vi -2V VL)
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and forn=2,3,...,N — 1, we have
n_] . . .
VirH—l — 2Vin_Vin_1 +u( ir—lH _2Vln+Vln_]) o Z bj (Vin*]+1 _2Vin*j_'_Vin*]*1>
j=1

The complete discretized time-fractional wave equation with initial and boundary conditions is

written as follows:

©) V=V kg(o) + 5 (v — 20 V)
(10) VE =2V =V p (Vi =2V 4+ V)

vt =ovt v (VA -2V 4+ V)

(11) n—1 » . .
j=1

initial condition:
(12) V0= f(x), i=1,2,....M—1

1

boundary conditions:
(13) Vo=0,Vy=0,n=12,....N—1
The discretized finite difference scheme (9)-(13) can be written in matrix form as follows:

(14) vi=AVO+F

(15) vi=24,v-v0
VP = AV (—14-2by — b)) V" L (=by +2by — b3V 2 .

(16)
+(=bp_n+2b,_ )V '+ (=b,_)V°, forn=2,3,..N—1,

initial condition:
(17) V0= f(x), i=12,....M—1

1

boundary conditions:

(18) Vi=0, V=0, n=1.2,... ,N—1
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where V" = [V{',VZ",...,VA’}FI]Z, F = [kg(x1),kg(x2),. .., kg(xa—1)]",

l-p %
5 l-u 5
A= 5 l-p §
5 l-u 5
7 l-u
and
2-2u—b u
u 2-2u—by u
Ay =

o 2-2u—by pu

po 2=2u—b u

H 2-2u—b
3. STABILITY

In this section, we discuss the stability of solution of the explicit finite difference scheme

(9)-(13) develop for time-fractional wave equation (1)-(3).

Lemma 3.1. The eigenvalues of the N X N tri-diagonal matrix
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are given as

As = a+2Vbccos (Ns—fl) ,s=1,2,...,N

where a, b and ¢ may be real or complex[13].

Theorem 3.2. The solution of fractional order explicit finite difference scheme (9)-(13) for

time-fractional wave equation (1)-(3) is conditionally stable.

Proof. The eigenvalues of tri-diagonal matrix A; are given by,

2
As(Ar) :1—u+2\/‘u7cos (%) fors=1,2,.. M—1

ST

:1—u+ucos<M)
<l-pu+pu=1
ks(Al)zl—u+ucos<%), fors=1,2,..M—1
>1l-—u—-p

>1-2u

>—1 when 1 -2u>—-1=u<I1

Therefore, we have
(19) As(Ap)| <1forO<pu<1
Similarly, eigenvalues of tri-diagonal matrix 2A; are given by,
A(2A) = 2 — 241+ 2p cos (%) fors=1,2,..M—1
>2-2u—-2pu
>2—4u

>—1 when 2—4u>—-1=u<

W

?Ls(2A1)=2—2u+2uc0s(—m),fors:1,2,...M—1
T
—2_4 2<s_>
W sin 5

<1
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when 2—4pusin® (3Z) <1=1<d4pusin’ (&) =1<4u=1<pu.

Therefore, we have

20) As(2A1)| < 1for — <p<

Bl

Now, the eigenvalues of tri-diagonal matrix A, are given by,
As(A2) =2 — 241 — by + 241 cos (M) fors=1,2,..M—1
>2-2u—b1-2u

>2—4u—b;
3—b

>—1 when 2—4u—b1>—-1=pu<

As(A2) =2 — 204 — by + 2} cos (%) fors=1,2,..M—1

=2—by—4usin (;]t[)

<1

when 2—b; —4usin? (35) < 1= 1-b <4usin® (%) = 1 —b <4p= 0 <p.

Hence, we have

— b 3—b
<p< :

(21) |As(Az)| <1 for ! <—

Therefore, from equations (19), (20) and (21), we prove the spectral radius p(A) of matrices

A=A,2A1,A;, satisfies p(A) < 1 if

1 1—-b; ) 3 3—-b
V< e
max{O,47 ) }_[,L_mm{l,4, ) }

Hence, this proves the theorem. 0

4. CONVERGENCE

In this section, we discuss the question of convergence. Let \77 be the exact solution of time-
fractional wave equation (1)-(3) and 7' be the local truncation error for 1 <i < M. The finite

difference scheme (9)-(13) will become

Tilzvl-l—V?—kg(x,-)—%<V VY 1) O(H? +K?)
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) ) —1 =1 <l
=V, 2V + V) (Vie -2V} + Vi, ) = O(# +#2)

and for2 <n <N -1,
n—1 . . .
VI AV e (V- V) Dby (VT W) o0 )
j=1
Lemma 4.1. The coefficient bj, j=1,2,... satisfy
(i) bj >0

(ii) bj > bj+1

Theorem 4.2. Let V? be the exact solution of time-fractional wave equation (1)-(3) and V" be
the numerical solution of explicit finite difference scheme (9)-(13) at each mesh point (x;,t,).
Then there exist a positive constant K independent of h and k such that

3—b
I

iV 1
Vi = V|| < K(h*+k*), when 1 <u<
Proof. Let ! be the error at each mesh point (x;,,), then
ef =Vi-Vv

Now, we denote the error vector by e" = (ef,e3,...,e}, ;) for 1 <n <N and local truncation

error vector by " = (1}, 175,...,7;,_,) for time level n. From equations (14)-(16), we obtain

e! :Aleo—H:1

e? = ZAIe1 —+7?
T = Age" 4+ (=1 +2b1 4 by)e" ' 4+ (—by +2by —b3)e" 2 + ...
+ (=bp_g+2by 1)t + (=bp_ 1) + "1 forn=2,3,..N—1.
Using mathematical induction, we will prove that ||e"||. < K(h® +k?).

For n = 1, we have

max e} < [le! [l = [[A1" + 7! [0 < |7} [lo0 < K (> + %)
1<i<M—1
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where K is independent of 4 and k. Also for n =2, we have

max |ef| < [le*[lw = [[241€" — €+ 77|
1<i<M-—1

< [2A1e! oo + | 2|
< lle"floo + 11721
< K1 (W +K*) + Ky (h* +K2)
< K(R*+i%)
where K is independent of /4 and k.

Suppose that

max [ef] < [le/]|. < K(h*+&%)
1<i<M—1

for r < n and K is independent of 4 and k.

Consider,

max el < € o < [|Aae" 4 (14251 —bo)e" - (by +2by —b3)e"
SIsSM—

+ (=by o +2b, 1)e 4+ (=by_ 1)’ + 7|,
< ||Aa|l-[[€"[Joo + [| (=1 +2b1 — B2)e" ' + (—by +2by — b3)e" 2 + ...
+ (=bn2+2by_1)e' + (—bp_1)e’ + T
< (Al [[e"lleo | = 1 +2b1 = ba|.[|€" ™ [loo+ | = b1 +2b2 = b3 .| €" 2|t
ot | =g+ 2B ) lle o+ | = Bt e+ 7
<(1+1-=2by+by+by —2by+b3+...
+ by —2by_ 1 + by +2(—=by_y+2b,_1)) Ko (h* + k) + K (h* + k%)
< (2=b14+2(=by_g+2b,_1) +bu_1)Kr (W +k2) + K1 (h* +K2)
< K(h* 41
where K is a positive constant independent of 4 and k. Hence, by mathematical induction, for
all

n=1,2,...,N, we have

max e} < ||e" ||« SK(hz—ch)
1<i<M—1
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Therefore, we conclude that if
3—b
4
then ||"|| — 0 as (h,k) — (0,0). Therefore, we proves that V/ converges to V.

1
-<u<
g SH=

This completes the proof. 0J

5. PYTHON PROGRAMME

We compute V" at each grid point (x;,,) using proposed scheme by Python. Now, the algo-
rithm for scheme (9)-(13) as follows:
(1) Compute V? = f(x;), i=0,1,2,...,M.
(2) Compute V', V2 i=0,1,2,...,M.
(3) Compute V/"*!, foreachn=2,3,....N—1,i=0,1,2,...,M.
Now, we develop the Python programme TFW for complete discretized scheme (9)-(13) as
follows:
Inputs:
f - initial displacement
g - initial velocity
C - velocity of wave
L - spatial length
T - end time
k - temporal size
mu - U
a - fractional order o of time derivative
tl - time level, at which solution has to be estimate

Output of Python programme TFW is the approximate value of vector V (x;,71).
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Numerical Solutions:
We consider the following time-fractional wave equation:

v
0% 9x2’

(x,t) e Q=[0,1] x [0, 1]
with initial conditions:
. . d
V(x,0) = sin(57x) + 2sin(77x), EV(X,O) =0, x€][0,1]
and boundary conditions,
V(0,1)=0, V(1,t)=0, t€(0,1]
The exact solution to this problem is

V(x,y) = sin(57x) cos(5nCt) + 2 sin(77x) cos(7nCt)

Using the python programme TFW, we estimate the value of V(x,7) for any time level #,. In

Table 1, we compare the exact solution and numerical solution for & = 1.99 with parameters
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h= 15, k=145, C=1and? = L.

TABLE 1. Comparison of exact solution and numerical solution for o =

1.9, h= k=1 C=1=1

100° 150°
X Exact solution Numerical solution | Difference between
the solutions
0.1 —2.6180339887 —2.2165435008 0.40149
0.2 1.9021130326 1.5695507898 0.33256
0.3 0.3819660113 0.3714258869 0.01054
0.4 —1.1755705046 —0.9700357352 0.20553
0.5 1.0 0.7689195118 0.23108
0.6 —1.1755705046 —0.9700357352 0.20553
0.7 0.3819660113 0.3714258869 0.01054
0.8 1.9021130326 1.5695507898 0.33256
0.9 —2.6180339887 —2.2165435008 0.40149
1.0 0.0 0.0 0.0

In Table 2, we compare the exact solution and numerical solution for parameters & = 2,h =
5k = 135,C=1andt = L.

From these tables, we conclude that the proposed scheme gives accurate results and stable
solutions. Using the Python programme TFW, we obtain numerical solutions of time fractional
wave equation for o¢ = 1.97,1.98,1.99 and compare with exact solution with the parameters
U= %,k = ﬁ,C = 1,7 =1 and represented graphically in Figure 1.

We obtain the numerical solutions for ¢ = 0.9 and 1.0 with parameters o = 1.5,k = ﬁ,c =1,
t = 1 and represented graphically using Python programme TFW in Figure 2.

We observe that u > 0.75 then approximate solution obtained by the develop scheme using

Python programme TFW is unstable.
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1

k=

TABLE 2. Comparison of exact and numerical solution for & = 2,h = 155,
.C=1,=1
X Exact solution Numerical solution | Relative error
e = Vi vy

0.1 —2.6180339887 —2.6175015948 0.000532
0.2 1.9021130326 1.9015345652 0.000578
0.3 0.3819660113 0.3821136465 0.000147
0.4 —1.1755705046 —1.1752129921 0.000357
0.5 1.0 0.9994320835 0.000567
0.6 —1.1755705046 —1.1752129921 0.000357
0.7 0.3819660113 0.3821136465 0.000147
0.8 1.9021130326 1.9015345652 0.000578
0.9 —2.6180339887 —2.6175015948 0.000532
1.0 0.0 0.0 0.0

FIGURE 1. The nature of approximate solutions for the parameters yu = %,

1 _ _
ast=1,C=1

exact solution
a=1.99
=198
» =197

0.4 0.6

0.8

1.0

k=
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Lng ~232

= |

(A) L =09 ®)p=1.0

FIGURE 2. The nature of approximate solutions for the parameters oo = 1.5,¢ =

1,C=1k= 15

6. CONCLUSIONS

(1) We successfully develop the fractional order finite difference scheme for time fractional

wave equation.

(i1) Theoretically, we proved that the developed scheme is conditionally stable and bound
of stability is § < u <232, where 0 < b; < 1.

(111) The convergence of the scheme is theoretically proved by using maximum norm
method.

(iv) We successfully develop a python programme for time fractional wave equation.

(v) Analysis shows that the finite difference scheme is numerically stable and the results
are compatible with our theoretical analysis.

(vi) We observe that Python is very powerful tool, which allows for the convenient com-
putation of finite difference schemes for solving fractional order differential equations.
The numerical solution of test problem is obtained successfully by Python programme

and represented graphically.
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1. INTRODUCTION

The Pandemic of a new human corona virus, named as COVID-19 by WHO officially is
an ongoing Pandemic. The first case was detected in the month of December 2019 in Wuhan,
Hubei, Chiana. As of 03 : 27 UTC on 30" April 2020, a total of 3,193, 886 cases are confirmed,
in more than 185 countries and 200 territories, including 26 cruise ships and 227,638 deaths.
The first Patient of Corona-Virus was found on 30" January 2020 in India. Ministry of Health
and Family Welfare (MHFW) have confirmed 33050 cases upto 30" April 2020.

Now a days, many real world problems in the field of biology, physics, engineering, finan-
cial and sociological can be represented in terms of group of non-linear ordinary and fractional
order differential equations. Most of the time researchers are not able to find analytical solu-
tion of non-linear ordinary and fractional differential equations; due to that we use numerical
methods to obtain their approximate solutions. Recently, there are several methods have been
studied by many researchers to find solution of ordinary and fractional differential equations.
Few methods are exponential Galerkin method introduced by Yuzbasi and Karayir[27], col-
lacation method presented by Mastorakis[15], the exponential collaction method proposed by
Yuzbasi[26],Galerkin finite element method given by Al-Omari et.al.[1], the adomian decom-
position method improves [3],[9], the multistep method proposed by Hojiati et.al[4]. Many
reserachers are investigating numerical and analystical methods to solve differential equation
containing fractional derivatives given in [31, 32, 33, 34, 35].

Mathematical system of the transmitted diseases play an important role in understanding
spread of disese and taking measures to controll disease. After the start of the emanation in
Wuhan, many researchers modelled various mathematical structures for the purpose of estima-
tions and predictions for the Corona virus. In the paper, [21] researcher studied Age structured
impact of social distancing on the COVID-19 of India. More literature pertaining to this can be
refer in ([28, 29, 30]).

Considering this base data and the SEI model published by WHO on 31% January, 2020 for
Chiana, we develop the Fractional Susceptible-Exposed-Infectious(SEI) Epidemic Model of
COVID-19 for India, which form the group of non-linear fractional differential equations given

in the next section.
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1.1. Fractional SEI Model. We know that the WHO used SEI models to characterize and

prediction the initial stage of the novel-COVID-19 emanation in Wuhan, China. In this connec-

tion, we develop SEI model of COVID-19 for India. The model structure is given below. In case

Birth Rate @
S ——
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Infected

FIGURE 1. SEI Epidemic Model
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of India, we considered few modifications like number of people infected by animal source are

taken zero, average number of people infected by an infectious person over the average duration

of infection is totally considered as rate of transmission, travelers entering Wuhan is replaced

by travelers entering in population of India and Population traveling out of Wuhan is replaced

by travelers exit from population of India. By observing the model it is clear that the travel

data is conclusive, because it directly affects the spread. Note that, COVID 19 enters in India

through the persons having foreign travel history. Therefore, our modified SEI model, along

with compartment wise explanation and description of defining parameters for COVID 19 for

India is presented below
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Rate of Number Number
The sus- Num-
change of people of exposed Trave-
ceptible Rate of ber
of num- infected people over lers exit
= | portion |X|Trans- |X - - X | of ex-
ber of by in- the average the pop-
of popu- mission posed
exposed fectious exposed ulation
lation person
person people period
dl E 1 1
dt Dg Dy Ho
Number
Number
Rate of of exposed
of infected
change of people Trave-lers Number
people over
number of | =|over the - — | exit the X | of exposed
the average
infected average population person
infection
person exposed
period
period

where S = Number of susceptible persons, N = Total population, £ = Number of Exposed

persons, I = Number of Infected persons, B = Rate of transmission, t; = Number of travelers

entering in population, iy = Number of travelers exit the population, D = Average exposed

period, Dy = Average infected period.

Thus above SEI model can be written as system of ordinary differential equations as follows

6]

s B )
= _9r _
7 N[S]+,LLN us
dE B

ar NSl wE
dl

— =opE— I
5 = OeE —(or+ 1)

Motivated by the above literature applications of epidemic mathematical models, in this paper

we are studying dynamics of novel coronavirus SEI model derived in (1) in the from of system
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of the nonlinear differential equations involving Caputo fractional derivative operator of order

o such that « € (0, 1] as follows
ﬁ 3\

2 DYE = %[SI] — (o +N)E

D%I = 6gE — (074 )1

with initial conditions
3) S(0) = So, E(0) = Ey, 1(0) = Iy.

We arrange the paper as per folowing sequence: In section 2, we discuss few basic definitions
of fractional calculus. In Section 3, we discuss about Adomian Decomposition Method to solve
fractional SEI model. In Section 4, we comment about equilibrium points and stability and
calculate basic reproduction number Ry. In section 5, we find the solution of fractional SEI
model and represent their solutions graphically by Mathematica software. Section 6 is devoted

to conclusions.

2. PRELIMINARIES

In this section, we study some basic definition of fractional integral, fractional derivative and
their properties for further development. We use the Caputo’s definition due to its convenience

for initial conditions of the differential equations.

Definition 2.1. A real function f(t),t > 0, is said to be in the space Cg,8 € R if there exist a
real number p > Ssuch that f(t) =t? fi(t), where fi(t) € C|0,00) and it is said to be in the
space CY§' if and only if f"(¢) € C5, m € N.

Definition 2.2. Riemann-Liouville Fractional integral:

If f(t) € Cla,b] and a <t < b then

@ 91 () = %a) [ =9 sts)as,

where @ € (—oo,0) is called the Riemann-Liouville fractional integral of order «.
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Definition 2.3. M.Caputo Fractional Derivative:
If f(t) € Cla,b] and a <t < b then
_ 1 ! —a—
) CDES) =a D) = oy [ =9 s
where @ € (n— 1,n) is called the Caputo fractional derivative of order a.

e Properties:
For f(t) € Cs, 8 > —1, a, B > 0, and y > —1, we have
OHI*IB = [%+B,
G 1B =B 1>,

— T+ o+
(lll)Iaty— mta v,

3. ADM FOR THE SYSTEM OF FRACTIONAL ORDINARY DIFFERENTIAL EQUATIONS
Consider the system of fractional ordinary differential equation
(6) Dal/li:Gi(l7I/t1,l/t2,"'7Mn), i:1,2,"',l’l.

where D? is the Caputo fractional differential operator.

Applying operator I* on (6), we have.

(o] Cck u;
(7N u; = Z(’) ]lc! +1aGi(l,u1,uz,- cUp), i=1,2,-- 0.
=
We consider the series solution of equation (7) is
) =y ujj
Jj=0
9 Gilt,ur,uz, - yup) = Y Aij(uio, i, -, Uin)
Jj=0
where A;;(ujo, Ui, - - -, uin) are called Adomian polynomials.

By substituting (8) and (9) in (7), we get
Z ujj = Z ? +1¢ ZAij(uzO,”ila” ", Uin)

:ZiT+Zﬂ%MMwwﬂM

J=0
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From this we define,

(] C{cu
ujo = Z ;{Y !
i=0 :
(10) ui(n+l) - Ia [Ain<ui07ui17 o '7”!71)]7 n= 07 172737 e

In order to determine the Adomian polynomial, we introduce a parameter A and (9) becomes,

(1D (Z”u . Zun, )=2A,~,~M
j=0

Let Gy, (l) = Z;-OZO u,-vj)»j, then

1 d’
(12) Alj dl] ll(ulau%"'a”n) o
where
(13) Gip (u1,uz, - un) = Gi(t,upp, ugp sy,

In view of (12) and (13), we get

ij =

i [ it uyp,u u )}
FTW yAIA M2, 7" s U

dAj A=0
AP

drj

[ Z ...7Zun’jlj)}
j=0 j=0 A=0
vd),J Z”U » Z”MM }

Hence, the equation (10) and (14) leads to following recurrence relation

.
jtd
.
jtd
(14) [

A=0

(o] Cku:
’/llO:Z L
i=0 k!
1 d’
(15) ui(n—i—l) 'dlj Zulj )" Zun,]lj ) n:()7172737"'

=0
We can approximate the solution u; by the truncated series

k—1
ik = j;)uzpj, klgloloGik = u;(t).
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4. EQUILIBRIUM POINTS, STABILITY AND BASIC REPRODUCTIVE NUMBER R

Theorem 4.1. The Diseases free equilibria (DFE) point and the Endemic equilibrium (EE)
point for SEI model are (s*,e*,i*) = (1,0,0) and

s s (loe—w)(or—p) p plor—p) 1 OF U
(s*,e*,i") = , 7 L
B ok (oF — 1) o (og—p)(or—p) B
respectively.
Proof: Now, substituting s = %, e= %, i= ]L\, in to the system of equations (1), we obtain
d )
_S = _ﬁSi_H+uS:f(s7evi)
dt
de . )
(16) Ezﬁsz—(@;%—u)e:g(s,e,l)
di . :
— =oge— (o7+1)i=h(s,e,i)
dt J

Now, diseases free equilibria (DFE) can be found by substituting i* = 0 in linearization of
system (16) that is
f(s,e,i) =0, g(s,e,i) =0, h(s,e,i) =0
Thus
—Bsi+u—us=0

(17) Bsi— (o +u1)e=0

ope—(oj+u1)i=0

Putting i* = 0 in third equation of system (17) we get e* = 0.

By adding first two equations of the system (17), we get u(1 —s) — (o + 1) e = 0, therefore
s =1.

Thus, DFE point is (s*,¢*,i*) = (1,0,0).

We obtain the endemic equilibrium point, from third equation of system (17) as follows

OF

From the second equation of (17), we get

Bs'i*=(og+u)e
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Thus,
«_ (o5 -+ ) (01 + 1)
s =
ﬁO’E

From the first equation of (17), we get

Bs'it =u(l-s)

Thus, we obtain
* H OF

i}
(op+u)(or+u) B
Hence,

\ p (o1 +u)

© T log+p)  oxB

Thus, the endemic equilibrium point for SEI model is

B ok "(oE+ 1) ogB (op+u)(or+u) B

Lemma 4.1. Rourth-Hurwitz Criteria[20]

(5% 1) = ((6E+u) (or+p) M H(or+p) Kox u)'

For the cubic equation 1> +aj A + a A + a3 = 0 conditions for Re(A) < 0 is
a; >0, a >O,a3 >0,a1ap —az > 0.

Theorem 4.2. Stability [18]
If J is the Jacobian matrix of order (k x k) for a nonlinear system of k first order equations,
then trajectory of the system that is equilibrium point will have stable behavior when real part

of all eigenvalues is negative.

Proof: The Jacobian matrix of SEI model is evaluated as follows

fs fe fl _ﬁi_.u 0 _BS
(18) J(s5,e"0") = gy ge gi| = Bi —0p— U Bs
hy h. h; 0 OF —Or— U

The Jacobian Matrix of SEI model at DFE is as below

0 OF —O— U
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To find its eigenvalue, we must have to solve det[J(1,0,0) — A13] = 0.

Therefore
det[J(1,0,0) —AL] = (—p—2A) [A*+ (og +2u+01) A+ (0g 61+ p O +p o7+ p* — B og)] = 0.

Therefore, eigenvalues are

—(og+2u+o0r1)++/(og—01)2—4B ok
2

M=—u, 3=

According to (4.2), DEF is stable if

\/(65—61)2—4[305 < (og+2u+op)

In addition to stability of DFE, we have to discuss stability of EE.
Let us find eigenvalues of EE of SEI model. Consider det[J(s*,e*,i*) — AIz] = O that is

—Bi—-pu—A~ 0 —Bs
(20) det[J(s*,e*,i*) — A3] = det Bi —O0p— U —A Bs
0 Or —0—u—A

To find eigenvalues, characteristic equation will be considered as
A3 —S1A2 + oA —det[J(s*,e*,i*)] =0

where S| =Trace of J(s*,e*,i*) = —(3u + Bi+ og + 0;), S, = sum of minors of diagonal

elements of
J(s",e%,i") = (op + 1) (o7 + 1) — Bsop + (Bi+u)(og +2u+0p),
detlJ(s° e ,i")] = —(B i+ 1) (0k + ) (07 + ) + B 15 O
Thus, Characteristic equation is

A+ Bu+Bi+or+01) A+ [(0p+ 1) (01 + 1) — Bsog + (Bi+ p)(0r +2 1+ 01)]A

+[(Bi+u)(oe+u)(or+p)— B usog] =0.
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Now, compare with A+ a 2+ ad +az =0, we get
ay=Bu+pi+or+op)
ay = [(0g+ 1) (0r+u) —Bsog+ (Bi+u)(og +2u+0)]
az = [(Bi+p)(og+u)(or+u)— B psog].

Threfore, from lemma (4.1), EE is stable if a; > 0,a> > 0,a3 > 0,a1a, —az > 0.
Now, we have to calculate basic reproductive number (Ry) and discuss stability according to

that
e Basic Reproductive Number R

The basic reproductive number (Ry) is define as the number of secondary infectious that one
infectious individual create over the duration of the infectious period, provided that every one
else is susceptible.

The biological interpretation of Ry is that if

Ry <1 = Infection dies out.
Ro > 1 = Infection persist.

To compute basic reproductive number Ry of our model, we employ the NGM as applied by
Diekmann et. al.[19]. We will refer the second and third equations of (17) as the linearized
infection subsystem as it only describe the production of new infected and changes in the states

of already existing infected. The matrix

0 B

GEO

1) F=

corresponding to transmissions and the matrix

—Of — 0
(22) yo | ETH
0 —or—H
to transitions. Thus
—1
(23) e L
0 —1

Op+U



12 KALYANRAO TAKALE, JAGDISH SONAWANE, BHAUSAHEB SONTAKKE, AMJAD SHAIKH

=B

0
(24) FV—I _ Op+1
or+u
-1 _ 2 Bo _
Therefore, det[FV ™! — 1] =0 = A* — o0 55 = 0.

As per the NGM, Ry is the dominant eigenvalue of matrix F V1 hence

m:J b ox
(e +u)(or+u)

By using values of B = 1.7, o = 4; = 0.07142857, o; = £ = 0.2, u = 0.00001956, we obtain

Ry =292

According to theory, infection persist as Ry > 1, which result in Pandemic situation in India.
So authors will recommend to the government to increase measures for reducing Ry (i.e. < 1)
which control Pandemic situation. This is possible by reducing contact rate between peoples

through effective social distancing, lockdown, by taking safety measures.

5. NUMERICAL SIMULATIONS

In this section, we obtain the solution of fractional SEI model (2) by Adomian Decomposition
Method as discussed in previous section.

Consider the series solution of system (2) as

[ee]
=y ui
j=0

where u; =S, up =E,uz3 =1
Thus

ui = u;(0) + I*[G;(t,uy,uz,u3))
Consider
G (t,ur,up,uz) = —]% uuz + UN — luy
Ga(t,ur,uz,u3) = ]%ulu3 — (0g + 1)u

G3(t,u1,uz,u3) = Oguy — (07 + p)us.
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By using (14), we obtain the Adomian polynomial as follow

A= _%UIOIBO + UN — Lu,
Ay = N [uouss +uiiuzo) — Huy
Ao — B
12 = N [u0u3 + upusy + upusg] — iy

Ay = &y 110430 — (oE + 1)ug

Ay = ]EV [rouz1 +uriuzo] — (O + H)uz

Axp = N [urouszn + upuzg + uiouzo) — (g + W)uz
A30 = Oguz0 — (07 + 1 )u3o
Az) = Oguy — (07 + W)us)

Az = Ogu — (07 + [)uz).
The Adomian decomposition series given in (10), leads to following result
u1p = 1300000000, uy(, 1) = I1%[A1,)

uro = 1300, UW(ni1) = 1*[Az,]

uszp) — 44, M3(n+]) = Ia [A3n]

We obtain, the first three iterations of the solution of fractional SEI model of COVID-19 for

India as follows

e t2a t3oc
S—uy = 1300000000 — 74.80———— — 142.89421783 — ' 4 15.30024526— 4 ...
o CES) T2at1) " TGatl)
e t20c t3oc
E = 1ty — 1300— 18.082569——— + 144.18763805 ——— —20.53981631 ——— ...
= TlatD) T2a+1) TGatl)
e t20c t3a
1= u3 — 44 +84.05628036——— + —18.10451226——— +6.96018669 ———— + ...
Uy =44+ TlatD) T2at1) TGatl) "

Next, We have analysed the above model by considering the assumptions given below and

further estimating or fitting various parameters given by table



14 KALYANRAO TAKALE, JAGDISH SONAWANE, BHAUSAHEB SONTAKKE, AMJAD SHAIKH
(1) Uy = Hp = u that is the emigration from the population is equal to emigration into
population.
(i) p- = oF and 5 = .
(iv) Average exposed(Incubation) period is 14 days and average infection period is 5 days
[24].
(vi) Initial case are only from emigrated people (i.e. persons having foreign travel history).

(vii) Initial rate of transmission is 1.7

Parameter Description Value Reference
S Susceptible population 1300000000 [36]
E Exposed population 1300 Fitted
I Infected population 44 Fitted
B Infection rate 1.7 Fitted
Of Reciprocal of average exposed period | 0.07142857 | Estimated
o1 Reciprocal of average infected period 0.2 Estimated
u rate of emigration 0.00001956 | Estimated

TABLE 1. The parametric values for Fractional SEI model of COVID-19 for India.

FIGURE 2. S(t) for o(=1,0.9,0.8)
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FIGURE 3. E(t) for a(=1,0.9,0.8)

FIGURE 4. I(z) for (= 1,0.9,0.8)

Figs. 2, 3 and 4 shows the graphical representation of suspectable population S(¢), exposed
population E(r) and infected population I(¢) for various values of o/(= 1,0.9,0.8) using Ado-
mian Decomposition method which predicts that this method can foresee the conduct of said
variables precisely for the considered region. We observe that infection dies out slowly as value
of a decreases. Hence, the non-integer order has a significant effect on the dynamics of SEI

model of COVID-19 for India.
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6. CONCLUSIONS

In this work, we have developed fractional SEI mathematical models and analysed dynamics
of COVID-19, which is Pandemic throughout the world. Further, we have obtained series solu-
tions of this model by Adomian Decomposition Method. We found basic reproduction number
for this disease is Ry = 2.92, which is unstable because it is greater than one. We also observe
that Ry is depend upon B and p(note that o and o7 are constant). Results of above math-
ematical model are agree with recommendation of WHO that It is still possible to interrupt
virus spread, provided that countries put in place strong, measures to direct disease only”. To
keep Ry < 1 that is asymptotically stable, we have to control f specially. This can be done by
promoting social distancing measures, avoid large social gatherings, applying lock down and
travel ban. To control (, we may increasing effectiveness of passenger screening at airports. To
stop spread of virus Indian government has already suspended all commercial passenger flight
from 23’4 March 2020. Also, declare lock down from 25" March 2020. This steps will help to
reduce B and p and hence Ry. We further Also, we represented solution graphically by Math-
ematica software. However, the result obtained above is depends on the limited data available
in various research paper and note that real situation at initial stage of transmission is may be

different.
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ABSTRACT

Rural development has garnered attention on a worldwide scale, in particular among nations
on the path to industrialization, and it is of critical importance for a nation like India. The
improvement of rural economies, particularly those parts of rural economies that are plagued
by severe poverty, is the primary focus of rural development, and its primary objective is to
raise those economies' overall levels of productive capacity. In addition to this, it highlights
the necessity of addressing several urgent problems facing village economies, which are a
barrier to growth and improvement in these places. The government of India has initiated a
variety of programs aimed at fostering growth in the country's rural areas. The rural areas of
India are plagued with a number of significant issues, the most significant of which are a lack
of housing, a lack of infrastructure in villages, a lack of connectivity between towns and
villages via all-weather roads, and a lack of employment opportunities in villages.

Keywords: Government schemes, rural development.
INTRODUCTION

There are a number of factors that reduce the amount of land that is suitable for farming,
including buildings, roads, canals, parks, and other public locations. All of this is being done
in order to provide accommodations for the country's rapidly expanding population. The
challenge of the next century will be to increase biological yields to feed the ever-increasing
population without causing damage to the ecological basis, despite the fact that land is
becoming scarcer and water supplies are becoming depleted. This will have to be
accomplished despite the fact that water supplies are becoming depleted and land is
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becoming scarcer (Goyal et al., 2014). Therefore, this challenge shouldn't be considered as a
demand or an imposition imposed on farmers by society, for which farmers would be
accountable to shoulder the expense, but rather as a requirement and a plan to also protect
their welfare and revenue. This is because: India possesses the resources necessary to
properly address these challenges in a timely manner. This promise has the potential to be
fulfilled through the implementation of government policies and the deployment of funds for
infrastructure, as well as through the formation of proactive synergies among the many
industries that play important roles in agricultural and rural development. [Citation needed]
(MoRD, 2012). There is a tremendous amount of growth potential in Indian agriculture that
has not yet been realized, and the National Policy on Agriculture seeks to realise this
potential by, Increasing rural infrastructure to support faster agricultural development,
encouraging value addition, accelerating agrobusiness growth, creating jobs in rural areas,
ensuring a fair standard of living for farmers and agricultural workers and their families,
preventing migrant labor, and ensuring a fair standard of living for farmers and agricultural
workers and their families are just a few of the objectives. (Braun et al., 2005).

The population of India as a whole was counted in 2011, and the results showed that 68.8
percent of the population lives in rural regions. This is equivalent to around 83.25 crore
people living in the world. There is widespread agreement that in order for rural development
projects to effectively combat rural poverty, they need to be both comprehensive and long-
term in nature (IDFCRDN, 2014). It is anticipated that the Ministry of Rural Development
would get Gross Budgetary Support (GBS) of Rs. 44,3261 crore during the XII Five Year
Plan (2012-2017), which is an increase from the XI Plan's allocation of Rs. 29,1682 crore.
This computation took into account the Top Priorities established by the Ministry (Prabha et
al., 2015). Despite the fact that agriculture only accounts for 14% of GDP at this point, there
are still a great number of individuals living in rural areas that rely on it as their primary
source of income. For this reason, significant agricultural expansion is very necessary in
order to increase participation. There are indications that the sector's performance is getting
better as a direct result of the significant structural adjustments that are now being
implemented (Sarkar, 2014). Since the implementation of the X Plan, agricultural expansion
has quickened, and measures to diversify farming are making significant progress (GOI,
2012).

Out of India’s total land area of 328.7 million hectares, 140.8 million hectares were reported
as the net sown area, and 195.2 million hectares were the gross cropped area with a cropping
intensity of 138.7%, according to the Ministry of Agriculture, Government of India (2014).
India now has 328.7 million hectares of land in total. India's overall land area is therefore
estimated to be 328.7 million hectares. These numbers were arrived at by analyzing the data
from 2011-12. The amazing size of the nation may be assessed in terms of its landmass,
which totals 328,7 million hectares in the country's whole. It is projected that there are
65,300,000,000 hectares of land that are irrigated actively. During the fiscal year 2013-2014
in India, it is projected that the Agriculture and Allied Sector was responsible for producing
13.9% of the country's Gross Domestic Product (GDP) (using prices from 2004-2005). To
wit: (CSO-MoSPI, 2014). The proportion of the Agriculture and Allied Sector to the Gross

137



Domestic Product (GDP) at the prices of 2004-2005 has continuously fallen, going from
14.6% in 2010-11 to 13.9% in 2013-14. It is realistic to anticipate a fall in agriculture and
associated industries' proportion of GDP in an economy that is fundamentally changing while
also undergoing significant growth.

OTHER IMPORTANT SCHEMS AND PROGRAMS :

1. Rastriya Krishi Vikas Yojana (RKVY): During the meeting that took place on the 29th
of May, 2007, the National Development Council (NDC) came to the conclusion that an
additional Central Assistance Scheme called RKVY should be initiated. The National
Democratic Congress passed a resolution that the Central Government and the governments
of the individual states should come up with a plan to revitalize agriculture, and that
agricultural development strategies should be reoriented to meet the needs of farmers. The
NDC reaffirmed its commitment to achieving annual growth in the agricultural sector of 4%
during the XI1" plan.

2. Mission on Seed and Planting Material: In order to accommodate the new circumstances
with the current plan, significant adjustments are required. The following is a list of some of
the reasons why the current system needs to be restructured and why it should be launched in
the form of a Mission:

There are nine sub-strategies under the present strategy. It is necessary to modify preexisting
components of the scheme due to the ever-changing nature of the seed industry and the
knowledge gained through the course of its implementation. Embracing these changes is
essential for survival in the modern world. Changes are needed to the standards for seed
storage, processing, and laboratories, among other things, as well as the "Seed Village
Program™ and the "Assistance for Boosting Seed Production in Private Sector.” The pattern of
assistance in a couple of the other parts also needs to be modified. With the 2005-2006 school
year, the strategy that has been in the works for some time will finally be put into effect.
Transgenics, tissue culture, soil-less agriculture, and other methods of altering the genetic
makeup of plants to increase crop yield are just a few examples of the rapidly developing
technologies that are altering the methods traditionally used to produce seeds. The interests of
farmers are being safeguarded by a renewed emphasis on seed quality certification. Because
of these changes, the country's social and economic climate has also undergone significant
shifts. The private sector is increasingly involved in many areas of the economy, including
agriculture, thanks to the extensive liberalization of the economy.

The Submission on Seed and Planting Material will incorporate the ongoing Central Sector
Plan Schemes for the XI plan, I These two initiatives have been given the names
Development and Strengthening of Infrastructure Facilities for Production and Distribution of
Quality Seeds (DSIS) and (ii) Implementation of PVP Legislation, respectively. Both of these
initiatives are being carried out in conjunction with one another (PPVFRA). As a direct
consequence of this, there will be 26 new components added to the seed business, and
another 6 are being proposed for the protection of plant varieties and the rights of farmers.
These 26 additions can be sorted into 10 categories: seed planning, seed production, varietal
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replacement, specific interventions for public seed producing organisations, quality control
with 2 new additions and 2 existing ones, contingency planning, public-private partnerships
(PPPs) in the seed sector, funding for international treaty implementation, national
campaigns, and capacity building. The Protection of Plant Varieties and Farmers' Rights Act
(PPVFRA) Implementation Scheme, which under the X1 Plan consisted of a total of 12
separate parts, is currently in the process of being expanded to include a total of 18 distinct
components.

Division-wise Programs and Schemes

The Integrated Scheme for Agricultural Marketing is a component of the program known
officially as the Agricultural Marketing (Central Sector Schemes) program. On April 1, 2014,
the strategy was put into action with the objective of achieving the goals of establishing an
environment that is user- and investment-friendly as well as streamlining the process. The
several programs from the VI plan that were continued into the age of the XI plan were
combined into a single program that was given the name "Integrated Scheme for Agricultural
Marketing” in order to facilitate the accomplishment of this purpose. Its goals are to I
encourage the implementation of Agri market reforms; (ii) connect farmers with potential
buyers; (iii) expand farmers' access to Agri market information; and (v) back the quality
certification of agricultural products. I. Its goals are to encourage agrimarketing by
facilitating the development of marketing and agribusiness infrastructure, including cold
storage. (ii) Its goals are to connect farmers with potential buyers. (iii) Its goals are to In
order to accomplish these goals, it will be required to set up a marketing and agriculture
infrastructure. ISAM was given a total of Rs. 4548.00 crore as part of the XII Plan.

A deeper inspection of the ISAM system shows each of its five components, which are as
follows: The objective of the Agricultural Marketing Infrastructure (AMI) program is to
strengthen the basis of the agricultural market via the construction of infrastructure projects
such as storage facilities and value chain projects. [the Agricultural Marketing Infrastructure,
Grading, and Standardization (AMIGS) project and the Grameen Bhandaran Yojana (GBY)
project have been integrated into a single AMI program] Choudhary Charan Singh was the
leader. (iii) Agri-Business Development (ABD) via Project Development Facility (PDF) and
Enhanced Agmark Grading Facilities (SAGF); (iv) Enhanced Agmark Grading Facilities
(SAGF); and (v) Training, Research, and Consultation. These are the five components that
make up the National Institute of Agriculture Marketing. The second one is the Network for
the Research and Sharing of Data in the Marketing Industry. (MRIN) (CCSNIAM).

Gramin Bhandaran Yojana (also known as Rural Godown Schemes, or RGS)

The program was active from the 1st of April in 2001 through the 31st of March in 2014. To
meet the demands of farmers for cold storage of farm goods, cold processing of farm goods,
cold storage of consumer goods, and cold storage of agricultural inputs; to encourage the
grading, standardization, and quality control of agricultural products to improve their
marketability; the provision of the pledge financing facility to farmers to prevent them from
being forced to sell their crops at a loss as soon as they are harvested all of these things are
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done to increase the marketability of such produce. These are the primary objectives of the
program. Other objectives include: to meet the demands of farmers for cold storage of farm
goods, cold processing of farm

With the goal of building scientific storage capacity and supporting facilities in
geographically isolated locations, a scheme named "Rural Godowns" has been devised. In
order to accomplish this objective, we will provide incentives to the public, private, and
cooperative sectors all over the country to increase their investments in the development of
storage infrastructure. As part of the plan, a subsidy equal to 25 percent of the total costs of
the project will be provided retroactively. When we narrow our focus to just the communities
of the NE States, Tribal and Hilly regions, and SC and ST states, this number jumps to
33.3%. Individuals, groups of individuals, partnerships, proprietary firms, Agricultural
Produce Marketing Committees, Marketing Boards, Agro Processing Corporations, and
Corporations are all examples of prospective promoters for the development of rural
godowns. Other possible promoters include corporations and cooperatives.. These advocates
might be able to get financial support from the Ministry of Rural Development.

OBJECTIVE OF THE STUDY

1. To study government schemes in India.
2. To study rural development.

METHODOLOGY

The data used in this investigation came from a variety of different sources, including
primary and secondary ones. Information was gathered from secondary sources such as
government agencies, the ministries of Human Resource Development and Agriculture, the
papers of the five-year plan, the National Sample Surveys Organization (NSSO), reports and
publications from the government, a variety of magazines and other printed content, and so
on are some examples. The information was utilized in the process of making judgments on
policy. In order to analyze the secondary data, appropriate statistical methods, such as
percentages and averages, amongst others, and those that are tailored to the requirements of
the study have been utilized.

The primary data came from in-depth interviews carried out with locals living in Haryana's
myriad of different districts. The selection of the samples to be used in the analysis of the
field research data was carried out with the application of the following criteria.

DATA ANALYSIS
Socio-Economic Profile of Sample Household

Table 1 displays the distribution of the grantees by gender. There are around 67.6% males
and 32.5% females involved in SGSY programs . However, men make up 73.5% of SGRY
scammers compared to women's 26.5%. In both plans, it is safe to generalize that men make
up 70.5% of the population and women 29.5%.
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35 and 45% of our respondents were classified as illiterate, respectively, in Table 1. And
somewhere between 27% and 30% of them had never even finished elementary school. A
very low fraction of them (between 9% and 8.10%) had completed intermediate-level
schooling, whereas the vast majority had only completed fifth through tenth grade (28.5
percent and 15 percent respectively). This means that most recipients in the sample come
from low-income backgrounds and have poor levels of education, which is a key source of
their economic insecurity and lack of work. This has led to suggestions that efforts to
improve schooling in rural regions receive more resources than they deserve.

Figures from Table 1 show that 54.5% of SGSY recipients were from scheduled castes,
27.0% were from backward castes, and 18.5% were from upper castes. Whereas 58% of
SGRY residents self-identified as SC, 27.5 % as BC, and 14.5 % as upper caste, none of these
categories applied to those living in SGY. This proves that a respectable amount of care was
put into picking winners. Finally, it was established that 56.25% of beneficiaries are SC,
27.25% are BC, and 14% are general.

Table 1: Income and Education Levels of Representative Family Current Social and
Economic Status Distribution of SGSY and SGRY Recipients

Socio-Economic Status SGSY SGRY TOTAL

Gender Status Male 6(67.1) 8(73.5) 4(70.6)
Female 3(325) 6 (26.5) 5(29.4)

Education Status Illiterate 8(35) 3 (45) 4(40.0)
Primary 4 (27.5) 4 (30) 3(289)

Middle 5(28.5) 3(15) 4(21.8)

Above 10™ 4(9) 5 (10) 7(9.5)

Social Status SC 5(545) 4 (58) 8 (56.25)
OBC 3(27) 5(27.5) | 5(27.25)

General 4 (185) 4(145) | 3(14.24)

Economic Status (by types APL 3(315) 3(28) 4(29.75)
of Ration card) BPL 5(69.5) 5 (72) 3(70.25)
Total 50 (100) 50 (100) | 50 (100)

Table 1 provides a breakdown of SGSY and SGRY recipients by ration card number. A little
over a third of SGSY's beneficiaries are in the APL range, while the remaining 69% are in the
BPL range. As an alternative, under SGRY schemes, 28% of beneficiaries come from APL
and 72% come from BPL. In the end, we can say that 30% of the beneficiaries across both
schemes fall into the category of APL, while 70% fall into the category of BPL.

Table 6.2: Reasons we provide loans through the SGSY

pian Dairy Tailoring Khachar rahadi Shop Other Total
SGSY 5(70) 8(7) 10 (4) 15(75) | 12 (11.5) 50(100)

In Table 6.2, you can see the various ways that credit under schemes is put to use. A quick
glance at the data shows that there is no SGRY loan available because the plan is only for
salary employees.
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The dairy industry receives 74% credit, the tailoring industry receives 7% credit, and the
khachar raddi industry receives 5% credit all thanks to SGSY initiatives. Because the interest
rates for dairy loans are higher than those for stores and other uses (7.5 percent versus 6.5
percent), borrowers in SGSY schemes tend to favor the dairy category.

CONCLUSION

The Indian government has recently introduced a number of brand new programs , the most
notable of which are Such government programs include the Pradhan Mantri Awaas Yoiana
Gramin (PMAY-G) plan to supply housing, the Mahatma Gandhi National Rural
Employment Guarantee Act (MGNREGA), and the Pradhan Manthi Gram Sadak Yoiana
(PMGSY) program to build roads in rural areas. These programs are all aimed at helping
India's rural people. These three programs are making major contributions to rural
development in India and are thus deserving of your attention. According to the study, 44.54
lakh homes were constructed in the 2017-2018 fiscal year as a direct result of the Pradhan
Mantri Awaas Yoiana Gramin (PMAY-G) program. Building 1.00 crore new homes by
March of 2019 serves as a point of reference. In the 2017-18 fiscal year, PMGSY roads
averaged 134 kilometers per day, breaking the previous record of 73 kilometers per day
achieved between 2011 and 2014. The result is a 93% improvement in productivity on the
building site. During the 2017-2018 fiscal year, MGNREGA helped produce more than
234,25 crore person days of wage employment across more than 177 lakh positions,
delivering income for more than 5.12 crore households. A strong educational foundation may
be an effective weapon in the struggle to eliminate social problems like these.
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ABSTRACT

A [DBN][HSO,] bronsted acidic ionic liquid promoted condensation followed by cyclization protocol has been developed

for the first time by a successive reaction of aldehydes, barbituric acid and urea to afford dihydropyrimido [4,5-d]

pyrimidine derivatives in high to excellent yields under microwave irradiation (MW=240W). The ionic liquid provided

the capability to allow a variability of functional groups, easy workup, short reaction times, and recyclability of the

catalyst, high yields and solvent-free conditions, thus providing economic and environmental advantages.

Keywords: [DBN][HSO,], Environmentally benign, Dihydropyrimido [4,5-d] pyrimidine, Multicomponent reactions,

Microwave irradiation.

1. INTRODUCTION

1,4-Dihydropyridine (DHP) motif represents the
heterocyclic unit of significant  pharmacological
competence [1]. Dipyrimido-dihydropyridines having
DHPs as privileged pharmacophore provide imperative
ligands for biological receptors [2]. These compounds,
although described for the first time more than a
century ago, have recently been recognized as vital
drugs such as felodipine and amlodipine (Fig. 1) as
antihypertensive

and calcium channel blockers. Moreover, DHPs also act
as nicotinamide adenine dinucleotide (NADH) mimics
for the reduction of carbonyl compounds and their
derivatives [3]. In human body, the main metabolic
route of dihydropyridine drugs involves their oxidation
to pyridines catalyzed by cytochrome P450 in liver [4].
Pyrimidines represent one of the most biologically, and
pharmaceutically active N-containing class of com-
pounds [5]. Pyrimidine derivatives serve as antineo-
plastic [6], antibacterial [7], anti-HIV [8], antibiotic [9],
antifungal [10], and antitubercular agents [11].
Pyrimidine bases like thymine, cytosine, and uracil are
the essential building blocks of nucleic acids. Many
established drugs containing a pyrimidine nucleus are
reported in the literature, namely 5-fluorouracil as an
anticancer drug [12], idoxuridine as an antiviral drug

[13] etc. When this pyrimidine moiety is fused with

different heterocycles, it results in hybrid scaffolds with
improved activity. Pyrido [2,3-d] pyrimidines are such
pyrimidine based hybrid scaffolds, which have attracted
considerable attention due to their broad biological and
medicinal applications [14].

Barbituric acid is one of the most important nitrogen-
containing heterocyclic systems; it is found in various
natural and synthesized compounds of anti-inflam-
matory, analgesics, anesthetics, drugs, anticancer drugs,
anxiolytics, HIV/AIDS protease inhibitors, and others
[15a]. Phenobarbital and Riboflavin (vitamin B,) are
vital molecules in the market having barbituric acid as
one of the pharmacophores (Fig. 1) [15b]. Thus, the
extension of synthetic route for the construction of this
molecule using an reusable, economical, nontoxic and
mild catalyst is of massive importance from the
academic and industrial points of view. Even though
various modes have been reported in the literature,
these reactions can be accomplished under a variability
of tentative conditions, and several improvements have
been reported in recent years, such as Zn,p(@KSF [16a],
Fe,0,@SiO, [16b], SiO, composite [17] and L-proline
[18] as catalysts which wusually requires forcing
conditions, long reaction times and complex synthetic
pathways. Therefore, there is a need to develop more
efficient and sustainable chemical process for the

synthesis of pyrimido [4,5-d] pyrimidines.
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Fig. 1: Dihydropyrimido[4,5-d]pyrimidine incorporated bioactive molecules

Multicomponent reactions (MCRs) have received
increasing attention due to their simplicity, efficiency,
atom economy, short reaction times and the possibility
for diversity-oriented synthesis [19]. Moreover, the
incorporation of solvent-free methods in MCRs makes
the process cleaner, safer and easier to perform [20].
Thus, the utilization of MCRs coupled with
environmentally benign solvent-free condition is highly
desirable. Owing to an extensive range of MCRs
applications in different areas like the preparation of
different structural scaffolds and the detection of new
drugs, these types of reactions have drawn considerable
attention in organic synthesis and pharmaceutical
chemistry [21]. Besides, Ionic liquids (ILs) have taken
the attention of the chemical community all over the
globe as a green alternative option to traditional
ecofriendly media for catalysis, synthesis, separation,
and other several chemical tasks [22-27]. ILs include
numerous exclusive properties, such as extensive liquid
range, nonvolatility, low toxicity, high thermal stability,
noncombustible, excellent solubility, and recyclability
[28]. ILs act as “neoteric solvents” for a wide range of
industrial and chemical processes. In recent times, ILs
have been originating to be valuable as environmental
friendly media for countless organic revolutions [29,
30]. Recently, DBN was widely used as catalysts in
different research area. The combination of DBN with
cation gives the formation of novel ionic liquids [31].
The large number of functionalized ILs has been
considered for diverse purposes [32].

The use of microwave irradiation in combination with
ILs, which has very high heat capacity, high polarity and
no vapor pressure, and their high potentiality to absorb
microwaves and convert them into heat energy, may
accelerate the reaction very quickly. The synergy
of microwave and ionic liquid in catalyst-free

methodologies for the synthesis of heterocyclic
compounds has attracted much interest because of the
shorter reaction time, milder conditions, reduced
energy consumption and higher product selectivity and
yields [33].

As per our investigation, the existential of this work is
to begin a rapid and efficient synthetic protocol for
obtaining dihydropyrimido [4,5-d] pyrimidine derivatives
under ecofriendly conditions. As an extension of
emerging economic and efficient strategy to develop
pharmaceutically and biologically significant molecules,
herein, we reported synthesis of library of dihydro-
pyrimido [4,5-d] pyrimidine derivatives promoted by
synergistic effect of ionic liquid without any added
catalyst in good to excellent yields.

2. EXPERIMENTAL

2.1. Material and methods

All the chemicals and solvents were purchased with
high purities and used without further purification. The
progress of the reaction was monitored by gas
chromatography (GC) with a flame ionization detector
(FID) with a capillary column (30 m 0.25 mm 0.25 lm)
and thin layer chromatography (using silica gel 60 F-
254 plates). The products were visualized with a 254
nm UV lamp. Products were purified by column
chromatography on 100-200 mesh silica gel. The 1H
NMR  spectra were recorded on 400 MHz
spectrometers using tetramethylsilane (TMS) as an
internal standard. The "C NMR spectra were recorded
at 100 MHz and chemical shifts were reported in parts
per million (d) relative to tetramethylsilane (TMS) as
an internal standard. Coupling constant (]) values were
reported in hertz (Hz). The splitting patterns of the
proton are described as s (singlet), d (doublet), dd
(doublet of doublet), t (triplet), and m (multiplet) in
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IH NMR spectroscopic analysis. The products were
confirmed by "H and "C NMR spectroscopy analysis.

2.2. Preparation of [DBN][HSO,]
General Procedure for the Synthesis of [DBN][HSO,]

are given in supporting information.

2.3. General Procedure for Synthesis of
dihydropyrimido [4,5-d]
derivatives (4a-1)

A mixture of aryl aldehyde (1a) (100 mg), barbituric

acid (2a) (120 mg), urea (3) (56 mg) and ionic liquid

[DBN][HSO,] 20 mol% were kept under microwave

irradiation at 280 W for 7 min. The progress of the

pyrimidine

reaction was monitored by thin layer chromatography
(n-Hexane/EtOAc 8:2). Further, addition of ice cold
water (10mL) was added and stirred for 15 min and
filtered. The obtained solid was filtered, washed with
cold water to remove the ionic liquid. The obtained
crude compounds were recrystallized using ethanol.
The synthesized compound is confirmed by MP, 'H
NMR and "C NMR spectra.

2.3.1. Characterization of 5-phenyl-5,6-dihydro-
pyrimido[4,5-d |pyrimidine-2,4, 7(1H,3H,
8H)-trione (4a)

The compound 4a was synthesized from condensation

reaction la, 2 and 3 as white solid; Mp: 243-244 °C;

Yield 93%; 1H NMR (400 MHz, CDCL3, ppm):

11.36 (s, 1H, NH), 11.20 (s, 1H, NH), 10.25 (s, 1H,

NH), 8.38 (s, 1H, NH), 7.20 (t, J = 7.8 Hz, 2H),

7.14-7.00 (m, 3H), 5.38 (s, 1H). ’C NMR (101 MHz,

CDCL) & 163.01 (C=0), 158.32 (C=0), 154.24

(C=0), 142.2 (C=0C), 136.1 (Ar-C=C), 128.5 (Ar-

C=0C), 126.5 (Ar-C=C), 122.70 (Ar-C=C), 90.22

(Ar-C=C) and 45.36 (Ar-C).

2.3.2. Characterization of 5-(m-tolyl)-5,6-dihy-
dropyrimido[4,5-d|pyrimidine-2,4,7  (1H,
3H,8H)-trione (4b)

The compound 4b was synthesized from condensation

reaction 1b, 2 and 3 as white solid; Mp: 202-204 °C;

Yield: 86%; 'H NMR (400 MHz, CDCI3) 6 11.50 (s,

IH, NH), 11.28 (s, 1H, NH), 10.10 (s, 1H, NH),

8.32 (s, 1H, NH), 7.12-6.94 (m, 3H), 6.82 (d, /] = 6.8

Hz, 1H), 5.20 (s, 1H) and 2.25 (s, 3H); C NMR (101

MHz, CDCl)) 6 165.1 (C=0), 159.24 (C=0),

153.26 (C=0), 141.34 (C=C), 138.25 (Ar-C=C),

128.30 (Ar-C=C), 127.54 (Ar-C=C), 123.52 (Ar-

C=C), 91.35 (C=C), 52.14 (Ar-C) and 23.5 (Ar-Me).

2.3.3. Characterization of 5—(p—t01yl)—5,6—dihy—
dropyrimido[4,5-d]pyrimid1'ne-2,4, 7(1H,
3H,8H)-trione (4c)

The compound 4c was synthesized from condensation

reaction 1c, 2 and 3 as white solid; Mp: 254-256 °C;

Yield: 91%; 'H NMR (400 MHz, CDCI3) 6 11.28 (s,

1H, NH), 11.15 (s, 1H, NH), 10.21 (s, 1H, NH),

8.24 (s, 1H, NH), 7.08 (d, ] = 7.6 Hz, 2H), 6.90 (d, J

= 7.5 Hz, 2H), 5.68 (s, 1H), 2.21 (s, 3H); "C NMR

(101 MHz, CDCL,) 6 166.10 (C=0), 158.62 (C=0),

154.78 (C=0), 140.52 (C=C), 138.60 (Ar-C=C),

129.48 (Ar-C=C), 127.74 (Ar-C=C), 124.51 (Ar-

C=C), 93.42 (C=C), 50.41 (Ar-C) and 22.12 (Ar-

Me).

2.3.4. Characterization of 5-(3-methoxyphenyl)-
5,6-dihydropyrimido[4,5-d [pyrimidine-
2,4,7(1H,3H,8H)-trione (4d)

The compound 4d was synthesized from condensation

reaction 1d, 2 and 3 as white solid; Mp: 232-234 °C;

Yield: 85%; 'H NMR (400 MHz, CDCL3) & 11.35 (s,

1H, NH), 11.08 (s, 1H, NH), 10.02 (s, 1H, NH),

8.21 (s, 1H, NH), 7.05 (t, ] = 8.4 Hz, 1H), 6.79 (d,

= 6.8 Hz, 2H), 6.61 (d, ] = 7.0 Hz, 1H), 5.42 (s,

1H), 3.64 (s, 3H); "C NMR (101 MHz, CDCL,) &

169.34 (C=0), 158.20 (C=0), 153.78 (C=0),

140.68 (C=C), 138.60 (Ar-C=C), 127.75 (Ar-

C=0C), 125.34 (Ar-C=C), 91.30 (C=C), 55.4 (Ar-

OMe) and 54.0 (Ar-C).

2.3.5. Characterization of 5-(4-methoxyphenyl)-
5,6-dihydropyrimido[4,5-d |pyrimidine-2,4,7
(1H,3H,8H )-trione (4e)

The compound 4e was synthesized from condensation

reaction le, 2 and 3 as yellow solid; Mp: 282-284 °C;

Yield: 93%; 'H NMR (400 MHz, CDCL,) & 11.45 (s,

1H, NH), 11.18 (s, 1H, NH), 9.95 (s, 1H, NH), 8.31

(s, 1H, NH), 7.20-7.14 (m, 2H), 7.74-7.72 (m, 2H),

5.63 (s, 1H), 3.71 (s, 3H); "C NMR (101 MHz,

CDCL) & 167.01 (C=0), 157.91 (C=0), 154.21

(C=0), 140.52 (C=C), 139.41 (Ar-C=C), 128.25

(Ar-C=C), 127.63 (Ar-C=C), 93.21 (C=C), 55.60

(Ar-OMe) and 52.1 (Ar-C).

2.3.6. Characterization of  5-(3,4-dimethoxy-
phenyl)-5,6-dihydropyrimido[4,5-d]  pyri-
midine-2,4,7(1H,3H,8H)-trione (4f)

The compound 4f was synthesized from condensation

reaction 1f, 2 and 3 as yellow solid; Mp: 224-226 °C;
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Yield: 90%; 'H NMR (400 MHz, CDCl,) § 11.27 (s,
1H, NH), 11.19 (s, 1H, NH), 10.15 (s, 1H, NH),
8.18 (s, 1H, NH), 6.95 (s, 1H), 6.79 (td, ] = 8.4, 4.5
Hz, 2H), 5.82 (s, 1H), 3.81 (s, 3H), and 3.76; "’C
NMR (101 MHz, CDCl,)) & 167.54 (C=0), 158.61
(C=0), 155.84 (C=0), 140.64 (C=C), 139.64 (Ar-
C=C), 129.24 (Ar-C=C), 127.67 (Ar-C=C), 89.54
(C=C), 55.45 (Ar-OMe) and 53.71 (Ar-C).

2.3.7. Characterization of 5—(3—nitropheny1)—5,6—
dihydropyrimido[4,5-d[pyrimidine-2,4,7
(1H,3H,8H )-trione (4g)

The compound 4g was synthesized from condensation

reaction 1g, 2 and 3 as red solid; Mp: 194-196 °C;

Yield: 83%; 'H NMR (400 MHz, CDCL,) & 11.29 (s,

IH, NH), 11.24 (s, 1H, NH), 10.28 (s, 1H, NH),

8.14 (s, 1H, NH), 8.04-7.82 (m, 2H), 7.77 (d, ] = 6.8

Hz, 1H), 7.39 (d, ] = 7.8 Hz, 1H), 5.78 (s, 1H); "’C

NMR (101 MHz, CDCL) & 169.91 (C=0), 159.63

(C=0), 154.23 (C=0), 140.54 (C=C), 139.61 (Ar-

C=C), 130.5 (Ar-C=C), 127.51 (Ar-C=C), 92.35

(C=C) and 50.3 (Ar-C).

2.3.8. Characterization of 5-(4-nitropbeny1)—5,6—
dihydropyrimido[4,5-d[pyrimidine-2,4,7
(1H,3H,8H )-trione (4h)

The compound 4h was synthesized from condensation

reaction 1h, 2 and 3 as red solid; Mp: 218-220 °C;

Yield: 78%; 'H NMR (400 MHz, CDCI,) § 11.31 s,

1H, NH), 11.21 (s, 1H, NH), 10.35 (s, 1H, NH),

8.21 (s, 1H, NH), 7.41 (d, J = 7.8 Hz, 1H), 7.31 (d, J

= 7.6 Hz, 1H), 6.86 (t, ] = 7.8 Hz, 1H) and 5.54 (s,

1H); ”C NMR (101 MHz, CDCL,) § 167.81 (C=0),

158.42 (C=0), 152.36 (C=0), 140.89 (C=C),

139.71 (Ar-C=C), 128.01 (Ar-C=C), 126.65 (Ar-

C=0C), 89.56 (C=C) and 50.3 (Ar-C).

2.3.9. Characterization of 5-(3-1'0d0pbeny1)-5,6—
dihydropyrimido[4,5-d[pyrimidine-2,4,7
(1H,3H,8H)-trione (4i)

The compound 4i was synthesized from condensation

reaction 1i, 2 and 3 as white solid; Mp: 208-210 °C;

Yield: 87%; 'H NMR (400 MHz, CDCl,) 6 11.52 (s,

1H, NH), 11.29 (s, 1H, NH), 10.08 (s, 1H, NH),

8.21 (s, 1H, NH), 7.32 (d, ] = 6.8 Hz, 2H), 7.18 (d, J

= 6.8 Hz, 2H) and 5.62 (s, 1H). C NMR (101 MHz,

CDCL,) & 168.45 (C=0), 157.88 (C=0), 153.23

(C=0), 141.10 (C=C), 139.21 (Ar-C=C), 129.15

(Ar-C=C), 126.53 (Ar-C=C), 91.24 (C=C) and 49.5

(Ar-C).

2.3.10. Characterization of 5-(4-bromophenyl)-
5,6-dihydropyrimido[4,5-d[pyrimidine-
2,4,7(1H,3H,8H)-trione (4j)

The compound 4j was synthesized from condensation

reaction 1j, 2 and 3 as pale yellow solid; Mp: 212-214

°C; Yield: 90%; '"H NMR (400 MHz, CDCI,) § 11.47

(s, 1H, NH), 11.29 (s, 1H, NH), 10.00 (s, 1H, NH),

8.11 (s, 1H, NH), 7.28 (d, ] = 8.4 Hz, 2H), 7.14-7.08

(m, 2H), 5.84 (s, 1H); "C NMR (101 MHz, CDCL,) &

167.44 (C=0), 157.89 (C=0), 152.32 (C=0),

141.81 (C=C), 136.52 (Ar-C=C), 128.41 (Ar-C=C),

127.14 (Ar-C=C), 90.42 (C=C) and 51.5 (Ar-C).

2.3.11. Characterization of 5-(4-chlorophenyl)-
5,6-dihydropyrimido[4,5-d[pyrimidine-
2,4,7(1H,3H,8H)-trione (4k)

The compound 4k was synthesized from condensation

reaction 1k, 2 and 3 as red solid; Mp294-296 °C;

Yield: 88%; 'H NMR (400 MHz, CDCl,) 8 11.37 (s,

1H, NH), 11.29 (s, 1H, NH), 10.09 (s, 1H, NH),

8.14 (s, 1H, NH), 7.28 (s, 1H), 7.10 (d, ] = 7.8 Hgz,

2H), 6.58 (d, ] = 7.8 Hz, 2H), 5.69 (s, 1H); "C NMR

(101 MHz, CDCL,) & 168.44 (C=0), 157.76 (C=0),

153.67 (C=0), 140.52 (C=C), 134.41 (Ar-C=0Q),

128.24 (Ar-C=C), 122.63 (Ar-C=C), 88.56 (C=C)

and 50.3 (Ar-C).

2.3.12. Characterization of 5-(4-hydroxyphenyl)-
5,6-dihydropyrimido[4,5-d[pyrimidine-
2,4,7(1H,3H,8H)-trione (41)

The compound 41 was synthesized from condensation

reaction 11, 2 and 3 as white solid; Mp: 208-210 °C;

Yield: 81%; 'H NMR (400 MHz, CDCL,) & 11.37 (s,

1H, NH), 11.29 (s, 1H, NH), 9.90 (s, 1H, NH), 8.14

(s, 1H, NH), 7.88 (d, J = 7.8 Hz, 2H), 7.55 (d, J =

7.8 Hz, 2H), 5.46 (s, 1H); "C NMR (101 MHz,

CDCL) & 167.51 (C=0), 158.52 (C=0), 154.21

(C=0), 141.56 (C=C), 139.24 (Ar-C=C), 130.74

(Ar-C=C), 128.98 (Ar-C=C), 92.41 (C=C) and 50.3

(Ar-C).

3. RESULTS AND DISCUSSION

3.1. Chemistry

To achieve optimized conditions protocol based on the
reaction of benzaldehyde (1a), barbituric acid (2)
(1 mmol) and urea (3) (1 mmol) as model reaction
(Scheme 1), we checked temperatures and solvents,
catalyst loading and the results of this study are
summarized in Table 1.
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o
HNJ\NH
+ +
@) (@)
1a 2 3

(@)
Model Reaction HN
- Zj/
(@) N
H
4a

Scheme 1: Standard model reaction

It was found that when the reaction was carried out in
the nonappearance of the catalyst in ethanol, lower
yield of product was perceived, after 20 min (Table 1,
entry 1). To obtain the preferred product (4a), we
tested the reaction using different catalysts such as p-
TSA, Sulfamic acid, Sulfanilic acid, Boric acid, Citric
acid, Phosphotungstic acid, Xanthan sulfuric acid, Silica
sulfuric acid, CSA and [DBN][HSO,] (Table 1, entries
2-11). Thus, room-temperature [DBN][HSO,] as the
pre-eminent catalyst was tested for this reaction. In the
presence of [DBN][HSO,], compound 4a was isolated
in 95% yield after only 8 min under the microwave
irradiations. Therefore, it can be thought that
[DBN]J[HSO,] is green and a superior solvent and
catalyst compared to the others shown in Table 1.

Table 1: Efficiency Comparison of Various

Catalysts for the Synthesis of dihydro-

pyrimido[4,5-d]pyrimidine derivatives (4a)."
Time Yield”

entry catalyst (min) (%)
1 - 20 35
2 p-TSA 20 61
3 Sulfamic acid 20 64
4 Sulfanilic acid 20 50
5 Boric acid 20 59
6 Citric acid 20 62
7 Xanthan sulfuric acid 20 57
8 Phosphotungstic acid 20 62
9 CSA 20 64
10 Silica sulfuric acid 20 8
11 [DBN][HSO,] 7 93

‘Reaction conditions: benzaldehyde 1a (100 mg), barbituric acid 2
(120 mg), urea 3 (56 mg) and [DBN][HSO,] (20 mol%) stirred
at under microwave irradiation (MW = 280 W) * Isolated yields.
Bold values are for highlighting the good result.

In the next step we examine the efficiency of ionic
liquid [DBN][HSO,] for the synthesis of pyrimido [4,5-
d] pyrimidine derivatives. When change in concen-
tration of [DBN][HSO,] on model reaction suggest that

much more effect on yield of final product. The
catalyst loading study suggest that 20 mol% of
[DBN][HSO,] catalyst are best for the synthesis of final
product in 93% yields (Table 2).

Furthermore, we also studied the power level of
microwave effect on model reactions according to
these study better results of the desired product when
reaction carried at 280 W (Table 3, entry 3). Detailed
reaction conditions are shown in Table 3.

Table 2: Effect of catalyst concentration”

Entry Catalyst Time Yield®
(mol %) (min) (%)
1 5 20 61
2 10 15 71
3 15 12 84
4 20 7 93
5 25 7 93

‘Reaction conditions: 1a (100 mg), 2 (120 mg), (3) (56 mg) and
[DBN][HSO,] under microwave irradiation. b[so]atedyield.

Table 3: Optimization of reaction condition for
the synthesis of 4a under microwave set upa

Power levels Time"’ . 1c
Entry in Watt (min) Yield
1 140 20 54
2 210 15 70
3 240 10 83
4 280 7 93
5 350 7 93

“Reaction conditions: 1a (100 mg ), 2 (120 mg) and 3 (56 mg) in
the presence of [DBN][HSO,] 20 mol% under microwave
irradiation. "Reaction progress monitored by TLC. ‘Isolated yield.

A. extremely superlative method to economic and
greener preparation is recovery and recyclability of a
ionic liquid. Therefore we have to check the efficiency
of catalyst after recover from the reaction media during
the work-up procedure. When reaction is completed,
then reaction mass was pour on ice cold water to
obtained fine crystal of final 2-Amino-4H-pyrans
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derivatives. In the last step removal H,O from filtrate
using reduced pressure to gave viscous liquid, which is
on cooling to give pure ionic liquid. Recovered
catalysts were reused for next four repeated cycles
without considerable loss in catalytic efficiency

(Table 4).

Table 4: Reusability of [DBN][HSO,] ionic
liquid for model reaction

Entry Run Tm.le Yield®
(min)
1 fresh 7 93
2 2 7 93
3 3 7 85
4 4 7 83
5 5 7 80

‘Reaction progress monitered by TLC. *Isolated yield.

The structure of the titled product 4a was confirmed by
'H NMR and "C NMR. In 'H NMR spectra of
compound 4a exhibit four singlet bands for four -NH
groups at d 8.38,10.25, 11.20 and 11.36 ppm suggest
that NH group present in the dihydropyrimido [4,5-d]

compound. The aliphatic -CH proton was shown at 6
5.38 ppm suggests that formation of cyclic ring in our
final compound. In the “C NMR spectrum  of
compound 4a, distinct -C=0O carbonyl group observed
at 0 163.01, 158.32 and 154.24 ppm. The CH peak
observed at 8 45.36 ppm confirmed that formation of
compound 4a.

3.2. Plausible Reaction Mechanism

Reaction mechanism cycle for the preparation
of dihydropyrimido [4,5-d] pyrimidine analogues
employing [DBN][HSO,] is catalyst. In first step
barbituric acid activated [DBN][HSO,] ionic liquid
followed by nucleophilic attack on electron deficient
benzaldehyde results in formation of intermediate II.
In the next step, removal of water molecules from
intermediates II with the help of [DBN][HSO,] takes
place to give intermediates III. In the third step
intramolecular cyclization occur to give intermediates
IV. In the last step, formation of final product 4a
achieved via removal of H,0O molecule and
regeneration of catalyst. Detailed reaction mechanism

pyrimidine is presented in Scheme 4.
BTl i
HN NH [DBN]I[HSO,] HN
+ K+ - ]
o (@) 280 W, 7 Min o N
H
1an 2 3 aa-1
1a/4a, R'=H, R?Z=H, R3=H 1g/4g, R'=H, R2=NO,, R3=H
1b/ab, R1'=H, R2=Me, R3=H 1h/ah, R1=H, R2 =H, R3=NO,
1c/4c, R'=H, RZ2=H, Rz=Me 1i/4i, R1=H, R2-=I, R3 =H
1d/ad, R'=H, R?2=OMe, R3=H 1j/4j, Rl1=H, R2=H, R3 = Br
1e/4e, R'=H, R2=H, R3= OMe 1k/aAk, RT=H, R2=H, R=3 =ClI
1f/4f, R'=H, R2=OMe, R3= OMe 11741, R1=H, R2=H, RS3 =OH
=}
HSO,
Hous (>
_ 3S—_———— =
[DBNIHSO,4] = &/\ _——SOgH
N
D
>
HSO.

Scheme 2: Synthesis of pyrimido[4,5-d]pyrimidine derivatives (4a-1)

Table 5: [DBN][HSO,] catalyzed synthesis of dihydropyrimido[4, 5-d]pyrimidine derivatives®

Time Yield Mp (°O)°
Entry Aryl aldehyde Xanthene (min) (% )b Observe dp ( R)eporte d
5-phenyl-5,6-dihydropyrimido [4,5-
1 benzaldehyde d]pyrimidine-2,4,7(1H,3H,8H)- 7 93 243-244 244-246 [34]

trione

5-(m-tolyl)-5,6- dihydro-

2 3-methyl benzaldehyde

pyrimido[4,5-d]pyrimidine- 7 86

202-204 -

2,4,7(1H,3H,8H)-trione
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5-(p-tolyl)-5,6-dihydro-
3 4-methylbenzaldehyde pyrimido[4,5-d]pyrimidine- 7 91 254-256
2,4,7(1H,3H,8H)-trione

255-257 [35]

5-(3-methoxyphenyl)-5,6-
4 3-methoxybenzaldehyde  dihydropyrimido[4,5-d]pyrimidine- 7 85 232-234
2,4,7(1H,3H,8H)-trione

5-(4-methoxyphenyl)-5,6-
5 4-methoxybenzaldehyde  dihydropyrimido[4,5-d]pyrimidine- 7 93 282-284
2,4,7(1H,3H,8H)-trione

284286 [34]

5-(3,4-dimethoxyphenyl)-5,6-
dihydropyrimido[4,5-d]pyrimidine- 7 90 224-226
2,4,7(1H,3H,8H)-trione

3,4-dimethoxybenzal-
dehyde

5-(3-nitrophenyl)-5,6-
7 3-nitrobenzaldehyde dihydropyrimido[4,5-d]pyrimidine- 7 83 194-196
2,4,7(1H,3H,8H)-trione

196-198 [36]

5-(4-nitrophenyl)-5,6-
8 4-nitrobenzaldehyde dihydropyrimido[4,5-d]pyrimidine- 7 78 218-220
2,4,7(1H,3H,8H)-trione

5-(3-iodophenyl)-5,6-
9 3-iodobenzaldehyde dihydropyrimido[4,5-d]pyrimidine- 7 87 208-210
2,4,7(1H,3H,8H)-trione

5-(4-bromophenyl)-5,6-
10 4-bromobenzaldehyde  dihydropyrimido[4,5-d]pyrimidine- 7 90 212-214
2,4,7(1H,3H,8H)-trione

210-212 [34]

5-(4-chlorophenyl)-5,6-
11 4-chlorobenzaldehyde  dihydropyrimido[4,5-d]pyrimidine- 7 88 294-296
2,4,7(1H,3H,8H)-trione

296-298 [37]

5-(4-hydroxyphenyl)-5,6-
12 4-hydroxybenzaldehyde  dihydropyrimido[4,5-d]pyrimidine- 7 81 208-210
2,4,7(1H,3H,8H)-trione

210-212 [34]

‘Reaction conditions: aldehydes (1a-1) (100 mg), barbituric acid (2) (120 mg), urea (3) (56 mg) in [DBN][HSO,] 20 mol % stirred under

microwave irradiations at 280 W; "isolated yields, ‘melting points are in good contact with those reported in the literature [34-37].

[DBN][HSO,4]
[DBN][HSOy4]

5 S . .

HN H HN 1 HN A4
(@) N (@] (@) N (@] o) N (®) .
H H H

2 1 Tl 3

l—HZO

o
i i HN
[DBNJHSO.]) 4 HN)Jj/ HN -
oé\ O)\N 1

|
N

-H,O N
Regeneration of catalyst H o H(OH m H(C:)
a4 v : :
[DBN][HSO,] [DBN]J[HSO4]

Scheme 4: Reaction mechanism cycle for the preparation of compounds 4a

Journal of Advanced Scientific Research, 2021; 12 (3): Aug-2021

[DBN][HSOy4]



Mane et al., | Adv Sci Res, 2021; 12 (3): 181-189 188

4. CONCLUSION

In conclusion, an environmental friendly and highly
efficient green methodology has been established for the
synthesis of functionalized dihydropyrimido [4,5-d]
pyrimidine derivatives using an inexpensive and
recoverable [DBN][HSO,] under microwave irradiation
at 280 W for 7 min. This, to the best of our knowledge,
has no examples. This reaction scheme exposes a
number of advantages, such as uniqueness, high atom
efficiency, mild reaction conditions, clean reaction
profiles, easy workup procedure and ecofriendliness.
Using [DBN][HSO,] green protocol offers advantages
such as excellent yields of products, shorter reaction
time period, simple procedure, preparation of catalyst

and reusability of the catalyst.
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ABSTRACT

A N-methyl-2-pyrrolidonium hydrogensulfate [NMP][HSO,] bronsted acidic ionic liquid-promoted cyclocondensation-

cyclization pathway has been established using one pot reaction of anilines, aldehydes and mercaptoacetic acid to give 4-

thiazolidinone derivatives in good to promising yields using microwave irradiation. Applications for this protocol are easy

workup, high yields, short reaction times, variability of functional groups, recyclability and solvent-free conditions.

Keywords:[NMP][HSO,], Environmentally benign, Multicomponent reactions, 4-Thiazolidinones.

1. INTRODUCTION

lonic liquids (ILs) are environment-friendly solvents
because of their interesting properties and alternative to
the harmful organic solvent. Furthermore, these are
useful in the catalytic reaction [1], organic synthesis [2],
because of their unique properties make them
superior media for increasing selectivity, reactivity
and recyclability. Various ionic liquids have been
significantly used in heterocyclic synthesis as a solvent
or catalyst [3].

Multicomponent reactions (MCRs) have been widely
used for the synthesis of a wide range of heterocycles.
As heterocyclic fragments are present in the majority of
natural products and drug-like compounds, efficient
synthesis of diverse heterocyclic compounds remains a
key issue until now. MCR is one of the most effective
synthetic techniques for the development of various
heterocyclic compounds, applying subsequent trans-
formation, cyclization and functionalization, leading to a
diversity-oriented synthesis [4]. Thus, various medical
chemists have been attracted by the development of
multi-component reaction protocols for the synthesis of
heterocyclic compounds.

4-Thiazolidinones and its derivatives have drawn
considerable attention of the researchers in the recent
years due to their medicinal properties. 4-Thiazoli-
dinones is a medicinally significant pharmacophore with

wide range of remarkable pharmacological activity such
as anti-convulsant [5], anti-inflammatory [6], anti-
microbial [7], anti-viral [8], antitumor [9], antidiabetic
[10], antituberculosis [11], antiparasitic [12], analgesic
[13], antidiarrhoeal [14], antiarthritic [15], cardio-
vascular activity [16], anti-HIV [17] and FSH agonist
[18]. Furthermore, 4-thiazolidinones conjugates also
exhibit prominent cancer activity against several cancer
cell lines such as antiproliferative activity against Reh
and Nalmé cells [19], antiapoptotic biocomplex (Bcl-
XL-BH3) [20], breast cancer JSP-1 inhibitor [21], Cyclin
B/CDK1 inhibitor [22], MCF-7 [23], integrin avb3
receptor [24], HT29 colon cancer cell line [25] and
tumor necrosis factor (TNFa) [26]. Structures of
representative bio-active 4-thiazolidinone motifs are
disclosed in Fig. 1.

Due to the wide range of biological activities of 4-
thiazolidinones, several synthetic pathways have been
established for the synthesis of 4-thiazolidinone
conjugates. Because of wide range of pharmacological
activities, numerous catalytic routes have been
established including, acetic acid [27], ammonium
persulfate [28], acid catalysed [29], Bi[SCH,COOH],
[30], Cd-Zr,- [PO,], [31], DIPEA [32], DBSA [33],
montmorillonite K-10 [34], N-methyl pyridinium
tosylate [35], nano-Fe,O,@SiO, [36], silica gel [37],
silica supported CoFe,O,@SiO,/PrNH, [38], SnCl,
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[39], ionic liquid [bmim]OH [40] and Y[OTf]; [41].
However, the above well developed protocols have
some drawbacks such as hazardous solvent, extended
heating, separation, recycling of catalyst and tedious
work-up procedure.

In addition, many of these processes employ organic
solvents act as the reaction media. Hence, this protocol
which overcomes these limitations requests a lot of
interest for the scientist. Hence, the improvement
toward fashionable reaction with reusability of catalyst,
casy isolation of product, no waste is highly attractive.
Recently, [NMP][HSO,] was widely used as catalysts in
different research areas. Reaction of HSO, with cation
gives novel NMP based ionic liquids [42]. The large
number of functionalized ILs has been considered for

~N— cl
S S
— —

Antitumor

S S

\ﬁ\O \j\o

Anti-HIV-I

Antitubercular

Anticancer

diverse purposes. Due to this wide range of
applications, they are used as a suitable solvent for
wide array of synthetic protocols [38]. The synthesis of
NMP is based on ionic liquid via assembling the
zwitterionic precursors to these functionalized acidic-
SO;H ionic liquid [43]. As per our study, the existential
of this work is to begin efficient and rapid synthetic
protocol for the synthesis of 4-thiazolidinone derivatives
under ecofriendly conditions. As an extension of
emerging efficient and economic strategy to expand
biologically considerable active compounds, herein, we
disclose first time microwave assisted solvent free
synthesis of 4-thiazolidinone derivatives using NMP-
based acidic ionic liquid to give good to prominent

yields.

H3;CO
3 OQ/\S
>> _ b
~ O OCH,

Antiinflammatory

OCH;

Antimicrobial

Fig. 1:Structure of bio-active 4-thiazolidinones conjugates

2. EXPERIMENTAL

2.1. Preparation of [NMP][HSO,]
1-Methyl-2-pyrolidone (0.2mol) was charged into a
250-mL  three-necked flask containing a magnetic
stirrer. Then an equimolar amount of concentrated
sulfuric acid (98 wt %) was added dropwise slowly into
the flask at 80°C for 12 h. The mixture was washed by
ether three times to remove non-ionic residues and
dried under vacuum by a rotary evaporator to obtain the
viscous clear [NMP][HSO,] compound. The pH of the
resulted ionic liquid (10% w/v) was determined and the
obtained pH was equal to 1.2. Reaction details are

shown in Scheme 1.

2.2. General Procedure for Synthesis of 4-
thiazolidinone derivatives (4a-1)

A mixture of anilines (1a) (1 mmol), aryl aldehyde (2a)

(1 mmol), mercaptoacetic acid (3) (I mmol) and

[NMP][HSO,] 20 mol% was kept under microwave
irradiation at 240 W for 8 min. The progress of the
reaction was monitored by thin layer chromatography
(n-Hexane/EtOAc 8:2). Further, ice cold water (10
mL) was added, stirred for 10 min. The obtained solid
was filtered, washed with cold water to remove the
ionic liquid. The obtained crude compounds were
recrystallized using ethanol. The synthesized compound
is confirmed by MP, '"HNMR and "C NMR spectra.

o @)
/e
I:/fN— + Hgo, C.12h, é“‘” HSO
1 2 3

Scheme 1:Synthesis of [NMP][HSO,] ionic liquid
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Scheme 2:Model reaction

3. RESULTS AND DISCUSSION

3.1. Characterization of compounds

3.1.1. 2,3-Diphenylthiazolidin-4-one (4a)

The 4a was observed via cyclocondensation of la, 2a
and 3 as white solid; Mp:130-132°C (lit.[46] 128-
130°C); Yield:91%; 'H NMR (400 MHz, CDCL,, &
ppm):3.83 (d, 1H, J = 16 Hz), 3.97 (d, 1H, J = 16
Hz), 6.09 (s, 1H, S-CH-N), 7.20 (d, ] = 7.9 Hz, 3H)
and 7.22 (dd, j = 9.6, 4.9 Hz, 7TH).

3.1.2. 2-phenyl-3-(p-tolyl)thiazolidin-4-one (4b)
The 4b was observed via cyclocondensation of 1b, 2a
and 3 as white solid; Mp:110-112°C (lit.[47] 110-
112°C); Yield:89%; 'H NMR (400 MHz, CDCI,, &
ppm):2.27 (s, 3H, CHj;), 3.89 (d, 1H, ] = 16 Hz), 3.99
d, 1H, CH,, J = 16 Hz), 6.05 (s, 1H, S-CH-N), 7.16
(m, 2H), 7.23 (d, J = 8.3 Hz, 2H) and 7.38-7.26 (m,
5H).

3.1.3. 3-(4-fluorophenyl)-2-phenyl thiazolidin-4-
one (4c)

The 4c was observed via oxidative cyclocondensation of
Ic, 2a and 3 as white solid; Mp:115-116°C (lit.[48]
115-116°C); Yield:84%; 'H NMR (400 MHz, CDCl,, 6
ppm):3.72 (d, 1H, J = 16 Hz), 3.82 (d, 1H, CH,, | =
16 Hz), 6.05 (s, 1H, S-CH-N), 6.96 (dd, ] = 24.1, 6.9
Hz, 2H) and 7.21-7.04 (m, 7H).

3.1.4. 3-(4-Chlorophenyl)-2-phenylthiazolidin-4-
one (4d)

The 4d was observed via cyclocondensation of 1d, 2a
and 3 as white solid; Mp:110-112°C (lit.[48] 110-
112°C); Yield:86%; 'H NMR (400 MHz, CDCL,, &
ppm):3.82 (d, 1H, J = 16 Hz), 3.89 (d, 1H, CH,, ] =
16 Hz), 5.98 (s, 1H, S-CH-N), 7.17-7.02 (m, 5H),
7.31-7.27 (m, 2H) and 7.41-7.26 (m, 2H).

3.1.5. 3-(4-bromophenyl)-2-phenylthiazolidin-4-
one (4e)

The 4e was observed via cyclocondensation of le, 2a

and 3 as white solid; Mp:114-115°C (lit.[48] 115-

116°C); Yield:85%; 'H NMR (400 MHz, CDCL,, &

ppm):3.86 (d, 1H, J = 16 Hz), 3.97 (d, 1H, CH,, ] =

16 Hz), 6.07 (s, 1H, S-CH-N), 7.12 (dd, ] = 6.6, 4.7
Hz, 2H) and 7.38-7.18 (m, 7H).

3.1.6. 2-(4-chlorophenyl)-3-(p-tolyl)thiazolidin-4-
one (4f)

The 4f was observed via cyclocondensation of 1f, 2b
and 3 as yellow solid; Mp:164-166°C; Yield:88%; 'H
NMR (400 MHz, CDCl,, & ppm):2.28 (s, 3H, CH,),
3.84 (d, 1H, j = 16 Hz), 3.98 (d, 1H, CH,, ] = 16 Hz),
6.04 (s, 1H, S-CH-N), 7.01 (dd, J = 8.2, 2.8 Hz, 2H),
7.09 (d, J = 6.2 Hz, 2H) and 7.26 (dd, ] = 8.0, 4.4 Hz,
4H); "C NMR (101 MHz, cdcl,) & 20.31, 32.70,
64.30, 124.95, 128.37, 129.19, 133.88, 134.00,
136.11, 137.44 and 170.16.

3.1.7. 3-Phenyl-2-(p-tolyl)thiazolidin-4-one (4g)
The 4g was observed via cyclocondensation of 1a, 2c
and 3 as brown solid; Mp:118-120°C (lit.[46] 116-
118°C); Yield:91%; 'H NMR (400 MHz, CDCl,, &
ppm):2.29 (s, 3H, CH,), 3.89 (d, 1H, J= 16 Hz), 4.02
(d, 1H, CH,, J = 16 Hz), 6.05 (s, 1H, S-CH-N), 7.05
(dt, J = 6.4, 5.1 Hz, 4H) and 7.40-7.22 (m, 5H).

3.1.8. 3-(4-Chlorophenyl)-2-phenylthiazolidin-4-
one (4h)

The 4h was observed via cyclocondensation of 1d, 2c
and 3 as white solid; Mp:110-112°C (lit.[46] 110-
112°C); Yield:88%; 'H NMR (400 MHz, CDCIl,, &
ppm):3.98 (d, 1H, CH,, ] = 16 Hz), 2.25 (s, 3H, CH,),
3.89 (d, 1H, J = 16 Hz), 6.13 (s, 1H, S-CH-N), 7.16-
6.93 (m, 4H), 7.45 (d, ] = 8.2 Hz, 2H), 8.13 (d, J =
8.5 Hz, 2H).

3.1.9. 3-(4-chlorophenyl)-2-(4-nitrophenyl)thia-
zolidin-4-one (4i)

The 4h was observed via cyclocondensation of 1d, 2d
and 3 as white solid; Mp:150-152°C; Yield:79%; 'H
NMR (400 MHz, CDCL,, & ppm):3.94 (d, 1H, ] = 16
Hz), 4.04 (d, 1H, CH,, ] = 16 Hz), 6.17 (s, 1H, S-CH-
N), 7.14 (d, J = 8.0 Hz, 2H), 7.34 (d, J = 8.1 Hz, 2H),
7.55 (d, ] = 8.6 Hz, 2H) and 8.16 (d, J = 8.2 Hz, 2H).

3.1.10. 3-(4-methoxyphenyl)-2-phenylthiazolidin-
4-one (4))

The 4j was observed via cyclocondensation of la, 2g
and 3 as yellow solid; Mp:62-64°C (lit.[48] 61-62°C);
Yield:95%; 'H NMR (400 MHz, CDCl,, & ppm):3.82
(d, 1H, J = 16 Hz), 3.86 (s, 3H, , CH,), 3.96 (d, 1H,
CH,, | = 16 Hz), 6.10 (s, 1H, S-CH-N), 7.24-7.12 (m,
5H), 7.47 (d, J = 8.4 Hz, 2H) and 7.82 (d, ] = 8.2 Hyz,
2H).
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3.1.11. 2,3-di-p-tolylthiazolidin-4-one (4k)

The 4k was observed via cyclocondensation of 1b, 2c
and 3 as white solid; Mp:122-124°C (lit.[48] 121-
123°C); Yield:90%; 'H NMR (400 MHz, CDCl,, &
ppm):2.30 (s, 6H, CHj;), 3.84 (d, 1H, J=16 Hz), 3.95
(d, 1H, CH,, J = 16 Hz), 6.14 (s, 1H, S-CH-N), 7.54
(d, ] = 8.1 Hz, 4H) and 7.84 (d, J = 8.2 Hz, 4H).

3.1.12. 2-(4-methoxyphenyl)-3-phenylthiazolidin-
4-one (41)

The 41 was observed condensation of 1b, 2c and 3 as
white  solid;  Mp:98-100°C  (lit.[48] 97-99°C);
Yield:92%; 'H NMR (400 MHz, CDCL,, & ppm):3.83
(s, 3H, -OCH,), 3.97 (d, 1H, J = 16 Hz), 4.12 (d, 1H,
CH,, J = 16 Hz), 6.10 (s, 1H, S-CH-N), 7.40-7.26 (m,
5H), 7.64 (d, J = 8.3 Hz, 2H) and 7.88 (d, / = 8.1 Hz,
2H).

3.2. Chemistry

To attain optimized reaction conditions procedure based
on the reaction of aniline (1a), benzaldehyde (2a) (1
mmol) and mercaptoacetic acid (3) (1 mmol) as
representative reaction (Scheme 1), we screened
solvents, catalyst loading, temperatures and the details
of this study are illustrated in Table 1.

Table 1:Screening study for the Synthesis of 4-
Thiazolidinone (4a)’

Time Yield®

Entry Catalyst (min) (%)
1 - 30 42
2 p-TSA 30 71
3 Sulfamic acid 20 62
4 Sulfanilic acid 30 55
5 Boric acid 20 62
6 Citric acid 30 56
7 Phosphotungstic acid 30 51
8 Xanthan sulfuric acid 20 58
9 Silica sulfuric acid 20 69
10 CSA 30 71
11 [NMP][HSO,] 8 95

‘Reaction conditions:aniline la (I mmol), benzaldehyde 2a (1
mmol), mercaptoacetic acid 3 (I mmol) and [NMP][HSO,] (20
mol%) under microwave (MW = 240 W). b]solated)/ie]ds

When the reaction was performed without using
catalyst it gives lower yield of titled product after 30
min (Table 1, entry 1). We perform model reaction for
the synthesis of compounds 4a using different catalysts
such as Boric acid, Citric acid, CSA, Sulfanilic acid,
Sulfamic acid, p-TSA, Phosphotungstic acid, Silica
sulfuric acid, [NMP][HSO,] and Xanthan sulfuric acid

(Table 1, entries 2-11). Thus, [NMP][HSO,] catalyst
was screened for model reaction at room temperature
to give 40% yield. When the reaction was performed
using [NMP][HSO,] under microwave it gives 95%
yield of final product 4a (Table 1, entries 11).
Therefore, above results suggest that [NMP][HSO,] act
as a green and excellent catalyst for the synthesis of 4-
thiazolidinones and results are disclose in Table 1.
Further, we examine the efficiency of bronsted acidic
[NMP][HSO,] ionic liquid for the synthesis of 4-
thiazolidinones derivatives. Using different loading of
[NMP][HSO,] catalyst on model reaction results change
in the yield of 4-thiazolidinone 4a. Catalyst concen-
tration study suggest that 20 mol% of [NMP][HSO,]
catalyst is effective for synthesis of 4-thiazolidnone and
results are disclose in (Table 2, entry 4).

Table 2:Effect of NMP][HSO,] Catalyst Loading"

Entry Catalyst Time Yield®
(mol %) (min) (%)
1 5 60
2 10 15 70
3 15 12 80
4 20 8 95
5 25 8 95

“‘Reaction conditions:aniline la (1 mmol), benzaldehyde 2a (1
mmol), thioglycolic acid 3 (I mmol) and [NMP|[HSO,| under

. ) .. b )
microwave irradiation. “Isolated yield

Next, we examine effect of microwave power on the
model reactions. This examination results suggest that
240 W power levels effective for the synthesis of 4-
thiazolidnone 4a and results are disclosed (Table 3,
entry 3).

Table 3:Effect of microwave power levels for
the synthesis of 4a”

A . b
Power levels in Time

Entry Watt (min) Yield
1 140 12 68
2 210 10 85
3 240 8 95
4 280 8 95

‘Reaction conditions:aniline la (1 mmol), benzaldehyde 2a (1
mmol), thioglycolic acid 3 (I mmol) in the presence of [NMP]
[HSO,] 20 mol% under microwave irradiation. "Reaction progress

monitored by TLC. ‘Isolated yield

Enormously excellent protocol to greener and
economic synthesis is recyclability and recovery of
catalyst. Due to this, we screen the recyclability and
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recovery of catalyst. This recyclability and recovery
study results confirm that our NMP-based bronsted
acidic ionic liquid is promising for the synthesis of 4-
thiazolidnone without loosing its catalyst efficiency and
results are disclosed in (Table 4, entry 2-5).

Table 4:Recovery and Reusability of bronsted
acidic [NMP][HSO,] catalyst for model reaction

Entry Run Time® (min) Yield”
1 fresh 8 95
2 2 8 95
3 3 8 84
4 4 8 82
5 5 8 80

‘Reaction progress monitered by TLC. *Isolated yield

We also examine the comparative study [NMP][HSO,]
catalyst with other reported protocol for the synthesis of
4-thiazolidinones. The study suggests that [NMP][HSO,]
is prominent catalyst for the efficient and facile synthesis
of 4-thiazolidnones and results are disclosed (Table 5,
entry 9).

The structural elucidation of synthesize 4f compound
was confirmed by 'H and "C NMR analysis. In '"H NMR
spectra, the peak was observed at 2.28 & ppm for the
CH; group. The peak observed at doublet of a doublet
4.00-3.86 ppm due to the presence of -CH, protons in
titled compound. The C-H proton of the 4-
thiazolidinone ring was observed at singlet at 0 6.04
ppm. In "C NMR spectra, peak observed at 32.70,
64.30 and 170.1 ppm for the CH, CH, and C=0 bond
present in synthesized compounds.

Table 5: Comparative study of [NMP][HSO,] with Reported Catalysts

Entry Catalyst Time (min) Yield (%) condition Ref.
1 [bmim][PF] 9h 80 80°C [44]
2 [bmim][BE,] 1.7h 82 80°C [44]
3 [MOEMIM]TFA 9h 90 80°C [44]
4 HCIO,-SiO, 5h 85 PhMe/ 100 [45]
5 TfOH-SiO, 5h 72 PhMe/100 [45]
6 H,SO,-SiO, 5h 55 PhMe/ 100 [45]
7 Silica gel, DCM 6h 96 DCM/RT [37]
8 Bi(SCH,COOH), 2h 90 70°C [40]
9 [NMP][HSO,] 8 min 95 240W Present work

=0 S
o 09/_ ﬂ
. . HS\)J\OH [INMPIHSO,] - R4
240 W, 8 min,
R4
1a 2a 3 4a-Il
s > i STt - S o
4a, 95% 4b, 91% 4c, 86% ad, 87%
s s ]
e SISt o Wt o Wt S8
cli CHg, CHe
de, 85% af, 89% 44, 91% 4h, 88%
s s s s
e S U & W - Wl SN
NO, CHg; ocCl
4i, 79% 4j, 95% 4k, 90% 41, 92%

Scheme 3: Substrate scope for the synthesis of 4-Thiazolidinones using [NMP][HSO,] catalyst
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3.3. Plausible Reaction Mechanism

Reaction mechanism for the synthesis of 4-
thiazolidinones employing [NMP][HSO,] is catalyst. In
first step, benzaldehyde is activated followed by
nucleophilic  substitution of aniline which results
formation of I intermediate. In next step, removal of
water molecules from intermediates I with the help of

[NMP]_[HSO4] [NMP][HSO,4]
o)

H”WPh OH

2 N

—_— Ph —

(@)

/
[NMP][HSO,] = I:%N—H HSO,

[NMP][HSO4]

[NMP][HSO,] gives imine product IL. In the third
step, intermediate III reacts with 3 and afforded
cycloaddition product IV. Further, intramolecular
cyclization occurs to form final product 4a via
removal of H,O molecule and regeneration of

catalyst. Detailed reaction mechanism is disclosed in
Scheme 4.

[NMP][HSO4] [NMP]J[HSO4]

Regeneration of catalyst

Scheme 4: Reaction mechanism for the synthesis of compound 4a

4. CONCLUSION

A highly efficient and environmentally benign protocol
has been developed for the synthesis of 4-thiazolidinones
using an recoverable and inexpensive [NMP][HSO,]
under microwave irradiation at 240 W for 8 min. This
reaction protocol has many more advantages, such as
uniqueness, high atom efficiency, clean reaction pro-
files, mild reaction condition, ecofriendliness, simple

workup and without using any hazardous solvents.
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